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## Abstract

Associated to every closed, embedded submanifold $N$ of a connected Riemannian manifold $M$, there is the distance function $d_{N}$ which measures the distance of a point in $M$ from $N$. We analyze the square of this function and show that it is Morse-Bott on the complement of the cut locus $\mathrm{Cu}(N)$ of $N$, provided $M$ is complete. Moreover, the gradient flow lines provide a deformation retraction of $M-\mathrm{Cu}(N)$ to $N$. If $M$ is a closed manifold, then we prove that the Thom space of the normal bundle of $N$ is homeomorphic to $M / \mathrm{Cu}(N)$. We also discuss several interesting results which are either applications of these or related observations regarding the theory of cut locus. These results include, but are not limited to, a computation of the local homology of singular matrices, a classification of the homotopy type of the cut locus of a homology sphere inside a sphere, a deformation of the indefinite unitary group $U(p, q)$ to $U(p) \times U(q)$ and a geometric deformation of $G L(n, \mathbb{R})$ to $O(n, \mathbb{R})$ which is different from the Gram-Schmidt retraction.

If a compact Lie group $G$ acts on a Riemannian manifold $M$ freely then $M / G$ is a manifold. In addition, if the action is isometric, then the metric of $M$ induces a metric on $M / G$. We show that if $N$ is a $G$-invariant submanifold of $M$, then the cut locus $\mathrm{Cu}(N)$ is $G$-invariant, and $\mathrm{Cu}(N) / G=\mathrm{Cu}(N / G)$ in $M / G$. An application of this result to complex projective hypersurfaces has been provided.
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## Notations

```
    A\cupB: union of sets A and B
    A\capB: intersection of sets A and B
    A\timesB: Cartesian product of A and B
    A\B: set of elements in A but not in B
    A\subsetB: A is a subset of B, not necessarily proper
    A\sqcupB: disjoint union of A and B
    A\oplusB: direct sum of A and B
    Z}\mathrm{ : the set of all integers
    R}: the set of all real number
    C}\mathrm{ : the set of all complex numbers
    \mp@subsup{\mathbb{Z}}{d}{}}\mathrm{ : the set of all integers modulo }d\mathrm{ , where }d\mathrm{ is a positive integer
    \mp@subsup{\mathbb{R}}{}{n}}\mathrm{ : the n-dimensional Euclidean plane, where }n\mathrm{ is a positive integer
    \mp@subsup{\mathbb{C}}{}{n}}\mathrm{ : the n-dimensional complex plane, where }n\mathrm{ is a positive integer
    \mp@subsup{\mathbb{S}}{}{n}: the unit sphere in }\mp@subsup{\mathbb{R}}{}{n+1
    \mp@subsup{D}{}{n}}\mathrm{ : the unit disk in }\mp@subsup{\mathbb{R}}{}{n
    \overline{X}: the closure of the space X
M(n,\mathbb{R}): the set of all n\timesn matrices
GL(n,\mathbb{R}): the set of all }n\timesn\mathrm{ invertible matrices
    O(n,\mathbb{R}): the set of all n\timesn orthogonal matrices
SO(n,\mathbb{R}): the set of all n\timesn}\mathrm{ orthogonal matrices with determinant 1
    U(n): the set of all }n\timesn\mathrm{ unitary matrices
            In : identity matrix of size n
    tr (A): trace of a matrix }
            A}\mp@subsup{A}{}{T}:\quad\mathrm{ transpose of a matrix }
            A*: conjugate transpose of a matrix }
    Tp}M: tangent space of M at p\in
    (T}\mp@subsup{T}{p}{}N\mp@subsup{)}{}{\perp}: orthogonal complement of TpN, where N is a submanifold of M and p\in
        TM : tangent bundle of M
            \nu: normal bundle of N, where N is a submanifold of M
            S(\nu): unit sphere bundle of }
```

```
            D(\nu): unit disk bundle of }
            exp
            exp
    d(p,q) : the distance between points p and q
    d(A,B) : the distance between sets }A\mathrm{ and B
    \nablaf(\mathbf{x}): gradient of the function f}\mathrm{ at }\mathbf{x
    \pin}(X): n th homotopy group of the space X
\pi
    Hn}(X): n th homology of the space X
    \mp@subsup{\tilde{H}}{n}{}(X): n n
H
    H
        Cu}(p): cut locus of the point p (see Definition 2.3.2
    Cu(N): cut locus of the set N}\mathrm{ (see Definition 3.1.2)
        Se}(p): separating set of a point p (see (2.5)
        Se(N): separating set of the set N (see Definition 3.1.3)
        A\starB: topological join of A and B
        df}\mp@subsup{p}{\mathrm{ : the derivative of }f\mathrm{ at }p}{\mathrm{ t}
Hess
```


## Chapter 1

## Introduction

On a Riemannian manifold $M$, the distance function $d_{N}(\cdot):=d(N, \cdot)$ from a closed subset $N$ is fundamental in the study of variational problems. For instance, the viscosity solution of the Hamilton-Jacobi equation is given by the flow of the gradient vector of the distance function $d_{N}$, when $N$ is the smooth boundary of a relatively compact domain in manifolds; see [Li and Nirenberg, 2005, Mantegazza and Mennucci, 2003]. Although the distance function $d_{N}$ is not differentiable at $N$, squaring the function removes this issue. Associated to $N$ and the distance function $d_{N}$ is a set $\mathrm{Cu}(N)$, the cut locus of $N$ in $M$. The cut locus of a point (submanifold) consists of all points such that a distance minimal geodesic (see Definitions 2.3.2 and 3.1.2) starting at the point (submanifold) fails its distance minimality property. The aim of the thesis is to explore the topological and geometric properties of cut locus of a submanifold.

### 1.1 A survey of the cut locus

This section is devoted to the literature survey and a discussion of some known results.

Cut locus of a point, a notion initiated by Henri Poincaré [Poincaré, 1905], has been extensively studied (see [Kobayashi, 1967] for a survey as well as [Buchner, 1977], [Myers, 1935], [Sakai, 1996], and [Wolter, 1979]). Prior to Poincaré it had appeared implicitly in a paper [von Mangoldt, 1881]. Other articles [Whitehead, 1935] and [Myers, 1935, Myers, 1936] describe topological behavior of the cut locus. Due to its topological properties, it became an important tool in the field of Riemannian geometry or Finsler geometry. We list a few references like [Klingenberg, 1959], [Rauch, 1959], and [Cheeger and Ebin, 1975, Chapter 5] for a detailed study of cut locus of a point. We also mention the work around the Blaschke conjecture which uses the geometry of the cut locus of a point, see [Besse, 1978, McKay, 2015]. A great source of reference for articles related to cut loci is [Sakai, 1984, §4]. Further, articles [Sakai, 1977, Sakai, 1978, Sakai, 1979] and [Takeuchi, 1978, Takeuchi, 1979] discussed cut loci in symmetric spaces. For questions on the triangulability of cut loci and differential topological aspects, see [Buchner, 1977, Singer and Gluck, 1976, Gluck and Singer, 1978, Wall, 1977].

Cut locus of submanifolds was first studied by René Thom [Thom, 1972]. We mention some references for cut locus of submanifolds where it has been analyzed via the Eikonal equations and Hamilton-Jacobi equation, for example, see [Angulo Ardoy and Guijarro, 2011, Mantegazza and Mennucci, 2003] as well as analyzed via topological methods, for example, see [Flaherty, 1965, Ozols, 1974, Singh, 1987a, Singh, 1987b, Singh, 1988].

### 1.2 Overview of results

Suitable simple examples indicate that $M-\mathrm{Cu}(N)$ topologically deforms to $N$. One of our main results is the following (Theorem 4.3.5).

Theorem A. Let $N$ be a closed embedded submanifold of a complete Riemannian manifold $M$ and $d: M \rightarrow \mathbb{R}$ denote the distance function with respect to $N$. If $f=d^{2}$, then its restriction to $M-\mathrm{Cu}(N)$ is a Morse-Bott function, with $N$ as the critical submanifold. Moreover, $M-\mathrm{Cu}(N)$ deforms to $N$ via the gradient flow of $f$.

It is observed that this deformation takes infinite time. To obtain a strong deformation retract, one reparameterizes the flow lines to be defined over $[0,1]$. It can be shown (Lemma 4.3.1) that the cut locus $\mathrm{Cu}(N)$ is a strong deformation retract of $M-N$. A primary motivation for Theorem A came from understanding the cut locus of $N=O(n, \mathbb{R})$ inside $M=M(n, \mathbb{R})$, equipped with the Euclidean metric. We show in Section 3.2 that the cut locus is the set Sing of singular matrices and the deformation of its complement is not the Gram-Schmidt deformation but rather the deformation obtained from the polar decomposition, i.e., $A \in G L(n, \mathbb{R})$ deforms to $A\left(\sqrt{A^{T} A}\right)^{-1}$. Combining with a result of J. J. Hebda [Hebda, 1983, Theorem 1.4] we are able to compute the local homology of Sing (cf Lemma 3.2.4 and Corollary 3.2.1).

Theorem B. For $A \in M(n, \mathbb{R})$

$$
H_{n^{2}-1-i}(\text { Sing }, \text { Sing }-A ; G) \cong \widetilde{H}^{i}(O(n-k, \mathbb{R}) ; G)
$$

where $A \in$ Sing has rank $k<n$ and $G$ is any abelian group.
When the cut locus is empty, we deduce that $M$ is diffeomorphic to the normal bundle $\nu$ of $N$ in $M$. In particular, $M$ deforms to $N$. Among applications, we discuss two families of examples. We reprove the known fact that $G L(n, \mathbb{R})$ deforms to $O(n, \mathbb{R})$ for any choice of left-invariant metric on $G L(n, \mathbb{R})$ which is right$O(n, \mathbb{R})$-invariant. However, this deformation is not obtained topologically but by Morse-Bott flows. For a natural choice of such a metric, this deformation (5.2) is not the Gram-Schmidt deformation, but one obtained from the polar decomposition. We also consider $U(p, q)$, the group preserving the indefinite form of signature $(p, q)$ on $\mathbb{C}^{n}$. We show (Theorem 5.2.1) that $U(p, q)$ deforms to $U(p) \times U(q)$ for the left-invariant metric given by $\langle X, Y\rangle:=\operatorname{tr}\left(X^{*} Y\right)$. In particular, we show that the exponential map is surjective for $U(p, q)$ (Corollary 5.2.1). To our knowledge,
this method is different from the standard proof.
For a Riemannian manifold we have the exponential map at $p \in M, \exp _{p}$ : $T_{p} M \rightarrow M$. Let $\nu$ denote the normal bundle of $N$ in $M$. We will modify the exponential map (see §4.3.2) to define the rescaled exponential $\widetilde{\exp }: D(\nu) \rightarrow M$, the domain of which is the unit disk bundle of $\nu$. The main result (Theorem 4.3.2) here is the observation that there is a connection between the cut locus $\mathrm{Cu}(N)$ and Thom space $\operatorname{Th}(\nu):=D(\nu) / S(\nu)$ of $\nu$.

Theorem C. Let $N$ be an embedded submanifold inside a closed, connected Riemannian manifold $M$. If $\nu$ denotes the normal bundle of $N$ in $M$, then there is a homeomorphism

$$
\widetilde{\exp }: D(\nu) / S(\nu) \xrightarrow{\cong} M / \mathrm{Cu}(N) .
$$

This immediately leads to a long exact sequence in homology (see (4.8))

$$
\cdots \rightarrow H_{j}(\mathrm{Cu}(N)) \xrightarrow{i_{*}} H_{j}(M) \xrightarrow{q} \widetilde{H}_{j}(\mathrm{Th}(\nu)) \xrightarrow{\partial} H_{j-1}(\mathrm{Cu}(N)) \rightarrow \cdots .
$$

This is a useful tool in characterizing the homotopy type of the cut locus. We list a few applications and related results.

Theorem D. Let $N$ be a homology $k$-sphere embedded in a Riemannian manifold $M^{d}$ homeomorphic to $S^{d}$.

1. If $d \geq k+3$, then $\mathrm{Cu}(N)$ is homotopy equivalent to $S^{d-k-1}$. Moreover, if $M, N$ are real analytic and the embedding is real analytic, then $\mathrm{Cu}(N)$ is a simplicial complex of dimension at most $d-1$.
2. If $d=k+2$, then $\mathrm{Cu}(N)$ has the homology of $S^{1}$. There exists homology 3 -spheres in $S^{5}$ for which $\mathrm{Cu}(N) \simeq S^{1}$. However, for non-trivial knots $K$ in $S^{3}$, the cut locus is not homotopy equivalent to $S^{1}$.

The above results are a combination of Theorem 4.3.3, Theorem 4.3.1 and Example 4.3.3. In general, the structure of the cut locus may be wild (see [Gluck and Singer, 1978], [Itoh and Sabau, 2016], and [Itoh and Vîlcu, 2015]). S. B. Myers [Myers, 1935] had shown that if $M$ is a real analytic sphere, then $\mathrm{Cu}(p)$ is a finite tree each of whose edge is an analytic curve with finite length. Buchner [Buchner, 1977] later generalized this result to cut locus of a point in higher dimensional manifolds. Theorem 4.3.1, which states that the cut locus of an analytic submanifold (in an analytic manifold) is a simplicial complex, is a natural generalization of Buchner's result (and its proof). We attribute it to Buchner, although it is not present in the original paper. This analyticity assumption also helps us to compute the homotopy type of the cut locus of a finite set of points in any closed, orientable, real analytic surface of genus $g$ (Theorem 4.3.4). In Example 4.3.3 we make some observations about the cut locus of embedded homology spheres of codimension 2 . This includes the case of real analytic knots in the round sphere $\mathbb{S}^{3}$.

Let $M$ be a closed Riemannian manifold and $G$ be any compact Lie group
acting on $M$ freely. Then it is known that $M / G$ is a manifold. Further, if the action is isometric, then the metric on $M$ induces a metric on $M / G$. If $N$ is any $G$-invariant submanifold of $M$, then $N / G$ is a submanifold of $M / G$. If the action is isometric, then we provide an equality between $\mathrm{Cu}(N) / G$ and $\mathrm{Cu}(N / G)$ (Theorem 6.1.1).

Theorem E. Let $M$ be a closed and connected Riemannian manifold and $G$ be any compact Lie group which acts on $M$ freely and isometrically. Let $N$ be any $G$-invariant closed submanifold of $M$, then we have an equality

$$
\mathrm{Cu}(N) / G=\mathrm{Cu}(N / G) .
$$

### 1.3 Outline of Chapter 2

The majority of this chapter is an overview of recalling some basic results in Riemannian geometry and differential topology. This chapter also deals with some known results for cut locus of a point. Although this chapter may be interesting to read and help clarify the concepts, the experts can skip the details.

## §2.1 Fermi coordinates

Fermi coordinates are important for studying the geometry of submanifolds. In this coordinate system the metric is rectangular and the derivative of metric vanishes at each point of a curve. It makes the calculations much simpler. This section is devoted to recalling the construction of Fermi coordinates in a tubular neighborhood of a submanifold of a Riemannian manifold. This requires us to define the exponential map restricted to the normal bundle. We have recollected some results which will be used to study the distance squared function from a submanifold. For example, it is shown that the distance squared function from a submanifold is sum of squares of Fermi coordinates in a tubular neighborhood of the submanifold.

## §2.2 Morse-Bott theory

In order to study the space via critical points of some real valued function on that space, Morse theory plays an important role. If non-degenerate critical points are replaced by non-degenerate critical submanifolds (see Definition 2.2.5), then a generalization of Morse theory comes into the picture - Morse-Bott theory. In this section, we have recalled the definition of a Morse function and some examples of Morse functions. In §2.2.2 we have discussed Morse-Bott theory motivated by an example.

## §2.3 Cut locus and conjugate locus

In a Riemannian manifold $M$ a geodesic $\gamma$ joining $p, q \in M$ is said to be distance minimal if $l(\gamma)=d(p, q)$, where $d$ is the Riemannian distance. Cut locus
of a point captures all points in $M$ beyond which geodesics fail to be distance minimal. In §2.3.1 we have discussed numerous example of cut locus of a point. Characterizations of cut locus has been discussed in terms of conjugate points (points $p$ and $q$ are said to be conjugate along a geodesic $\gamma$ if there exists a nonvanishing Jacobi field vanishes at $p$ and $q$ ) and number of geodesics joining the two points (Theorem 2.3.1). In particular, it says that a cut point is either the first conjugate point or there exists more than one geodesic joining the point and the cut point. We also have a characterization which shows the existence of a closed geodesic (Theorem 2.3.6). One of the result [Wolter, 1979, Theorem 1] is very important to find the cut points, which says that the cut locus of a point is the closure of points which can be joined by more than one geodesic (Theorem 2.3.3).

### 1.4 Outline of Chapter 3

This chapter serves as a motivation for the results of the subsequent chapters. It includes a detailed discussion of cut locus of submanifolds with numerous examples.

## §3.1 Cut locus of submanifolds

To define cut locus of subset of a Riemannian manifold, one needs to define distance minimal geodesic starting from the subset. This section starts with defining the same (Definition 3.1.1) and then the cut locus of a subset is similarly. Example 3.1.9 shows that the cut locus need not be a manifold. Example 3.1.5 shows that the topological join of $\mathbb{S}^{k}$ and $\mathbb{S}^{n-k-1}$ is induced from cut locus by showing that $\mathrm{Cu}\left(\mathbb{S}_{i}^{k}\right)=\mathbb{S}_{l}^{n-k-1}$, where $\mathbb{S}_{i}^{k} \hookrightarrow \mathbb{S}^{n}$ denote the embedding of the $k$-sphere in the first $k+1$ coordinates and $\mathbb{S}_{l}^{n-k-1}$ denote the embedding of the $(n-k-1)$-sphere in the last $n-k$ coordinates. In §3.1.1 we have defined the separating set of a subset which consists of all points which have more than one distance minimal geodesic joining the subset. In Example 3.1.6 we have shown that the cut locus is strictly bigger than the separating set.

## §3.2 An illuminating example

The main aim of this section is to find the cut locus of the set of all $n \times n$ orthogonal matrices. We have shown that the cut locus is the set of all singular matrices by showing that it is the separating set. We also analyzed the regularity of distance squared function on the singular set and outside the singular set, set of all invertible matrices. In fact, we have shown that the distance squared function is differentiable at $A$ if and only if $A \in G L(n, \mathbb{R})$ In this section we have also shown that $G L(n, \mathbb{R})$ deforms to the set of all orthogonal matrices, but we noted that this deformation is different from one we obtained via Gram-Schmidt. We will also prove Theorem B.

### 1.5 Outline of Chapter 4

This chapter is based on joint work with Basu [Basu and Prasad, 2021]. Here we have explored some topological properties (relation with the Thom space (Theorem 4.3.2), homology and homotopy groups of cut locus) and geometric properties (regularity of the distance squared function §4.1, complement of cut locus deforms to the submanifold (Theorem 4.3.5)).

## §4.1 Regularity of distance squared function

This section is motivated by the example of cut locus of $O(n, \mathbb{R})$ in $M(n, \mathbb{R})$ (§3.2). We proved that the distance squared function is not differentiable on the separating set (Lemma 4.1.1). We have also shown by an example that the distance squared function can be differentiable on points which are cut points but not separating points (Example 4.1.1).

## §4.2 Characterizations of $\mathrm{Cu}(N)$

We have discussed two characterizations of cut locus. One in terms of first focal points (Definition 4.2.2) and number of geodesics joining the submanifold to the cut points (Theorem 4.2.1) and other is in terms of separating set (Theorem 4.2.2). The latter one is important for computation viewpoint. Let $\nu$ denotes the normal bundle of $N$ and $S(\nu)$ be the unit sphere bundle. Consider a map

$$
\rho: S(\nu) \rightarrow[0, \infty),
$$

$v \mapsto \sup \left\{t \in[0, \infty):\left.\gamma_{v}\right|_{[0, t]}\right.$ is a distance minimal geodesic from $\left.N\right\}$
where $\gamma_{v}$ means $\gamma^{\prime}(0)=v$ (also see (4.4)).
Theorem. Let $u \in S(\nu)$. A positive real number $T$ is $\rho(u)$ if and only if $\gamma_{u}$ : $[0, T]$ is a distance minimal geodesic from $N$ and at least one of the following holds:
(i) $\gamma_{u}(T)$ is the first focal point of $N$ along $\gamma_{u}$,
(ii) there exists $v \in S(\nu)$ with $v \neq u$ such that $\gamma_{v}(T)=\gamma_{u}(T)$.

Theorem. Let $\mathrm{Cu}(N)$ be the cut locus of a compact submanifold $N$ of a complete Riemannian manifold $M$. The subset $\operatorname{Se}(N)$, the set of all points in $M$ which can be joined by at least two distance minimal geodesic starting from $N$, of $\mathrm{Cu}(N)$ is dense in $\mathrm{Cu}(N)$.

## §4.3 Topological properties

In this section we start by showing that the cut locus is a simplicial complex for an analytic pair (following Buchner [Buchner, 1977]). In §4.3.2 we prove Theorem C and discuss some applications including Theorem D. We end this section by proving one of the main theorem Theorem A.

### 1.6 Outline of Chapter 5

We apply our study of gradient of distance squared function to two families of Lie groups - $G L(n, \mathbb{R})$ and $U(p, q)$. With a particular choice of left-invariant Riemannian metric which is right-invariant with respect to a maximally compact subgroup $K$, we analyze the geodesics and the cut locus of $K$. In both cases, we obtain that $G$ deforms to $K$ via Morse-Bott flow (Lemma 5.1.1 and Theorem 5.2.1). Although these results are deducible from classical results of Cartan and Iwasawa, our method is geometric and specific to suitable choices of Riemannian metrics. It also makes very little use of structure theory of Lie algebras.

### 1.7 Outline of Chapter 6

Consider a Riemannian manifold $M$ on which a compact Lie group $G$ acts freely. It is well known that the quotient $M / G$ is a manifold. This chapter is devoted to the study of cut locus of a $G$-invariant submanifold $N$ inside $M$. We will prove Theorem E. As an application of Theorem E, we have shown some examples of cut locus in orbit space. We also discuss an application to complex hypersurfaces. Let $\pi: \mathbb{S}^{2 n+1} \rightarrow \mathbb{C P}^{n}$ be the quotient map. If

$$
X(d)=\left\{\left[z_{0}: z_{1}: \cdots: z_{n}\right] \in \mathbb{C P}^{n}: \sum_{i=0}^{n} z_{i}^{d}=0\right\}
$$

and $\tilde{X}(d):=\pi^{-1}(X(d))$, then we make the following conjecture.
Conjecture. The cut locus of $\tilde{X}(d) \subseteq \mathbb{S}^{2 n+1}$ is $\mathbb{Z}_{d}^{\star(n+1)} \times_{\mathbb{Z}_{d}} \mathbb{S}^{1}$, where $\times_{\mathbb{Z}_{d}}$ is the diagonal action of $\mathbb{Z}_{d}$ and $\star$ denotes the topological join of spaces.

We prove the above conjecture for two families: $d=2, n$ arbitrary (Theorem 6.3.1) and $n=1, d$ arbitrary (Theorem 6.3.2).
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### 2.1 Fermi coordinates

In this section we give a brief overview of the Fermi coordinates which are generalizations of normal coordinates in Riemannian geometry. To study the distance squared function from a submanifold $N$ of a Riemannian manifold $M$, it is essential to analyze the local geometry of $M$ around $N$. For this the Fermi coordinates are the most convenient tool. In 1922, Enrico Fermi [Fermi, 1922] came up with a coordinate system in which the Christoffel symbols vanish along geodesics which makes the metric simpler. For an extensive reading we refer to the book [Gray, 2004, Chapter 2] and an article [Manasse and Misner, 1963].

### 2.1.1 Normal exponential map

Let $N$ be an embedded submanifold of a Riemannian manifold $M$. We define the normal bundle, denoted by $\nu$,

$$
\nu:=\left\{(p, v): p \in N \text { and } v \in\left(T_{p} N\right)^{\perp}\right\},
$$

where $\left(T_{p} N\right)^{\perp}$ is the orthogonal complement of $T_{p} N$. Indeed, $\nu$ is a subbundle of the restriction of the tangent bundle $T M$ to $N$. We can restrict the usual exponential map of the Riemannian manifold to the normal bundle to define the exponential map of the normal bundle. We define the exponential map of the normal bundle as follows:

$$
\begin{equation*}
\exp _{\nu}: \nu \rightarrow M,(p, v) \mapsto \exp _{p}(v), \tag{2.1}
\end{equation*}
$$

where $\exp _{p}: T_{p} M \rightarrow M$ is the exponential map of $M$. We may write $\exp _{\nu}(v)$ in short and call this the normal exponential map. Note that we can identify $N$ as the zero section of the normal bundle and hence $N$ can be assumed to be submanifold of $\nu$.

Lemma 2.1.1. [Gray, 2004, Lemma 2.3] Let $M$ be a Riemannian manifold and $N$ be any embedded submanifold. Then the normal exponential map $\exp _{\nu}: \nu \rightarrow M$ is a diffeomorphism from a neighbourhood of $N \subseteq \nu$ onto a neighbourhood of $N \subseteq M$.

Using the above lemma, let $\mathscr{U}_{N}$ be the largest open neighbourhood of $N \subseteq \nu$ for which $\exp _{\nu}$ is a diffeomorphism. We shall later be able to describe this neighbourhood in terms of a function $\rho$ (4.4). We now ready to define the Fermi coordinates.

### 2.1.2 Fermi coordinate system

To define a system of Fermi coordinates, we need an arbitrary system of coordinates $\left(y_{1}, \cdots, y_{k}\right)$ defined in a neighborhood $\mathcal{O} \subseteq N$ of $p \in N$ together with orthogonal sections $\mathscr{E}_{k+1}, \cdots, \mathscr{E}_{n}$ of the restriction on $\nu$ to $\mathscr{O}$.

Definition 2.1.1 (Fermi coordinates). The Fermi coordinates $\left(x_{1}, \cdots, x_{n}\right)$ of $N \subseteq$ $M$ centered at $p$ (relative to a given coordinate $\left(y_{1}, \cdots, y_{k}\right)$ on $N$ and given orthogonal sections $\mathscr{E}_{k+1}, \cdots, \mathscr{E}_{n}$ of $\nu$ ) are defined by

$$
\begin{aligned}
& x_{l}\left(\exp _{\nu}\left(\sum_{i=k+1}^{n} \tau_{i} \mathscr{E}_{i}\left(p^{\prime}\right)\right)\right)=y_{l}\left(p^{\prime}\right), l=1, \cdots, k \\
& x_{m}\left(\exp _{\nu}\left(\sum_{i=k+1}^{n} \tau_{i} \mathscr{E}_{i}\left(p^{\prime}\right)\right)\right)=\tau_{m}, m=k+1, \cdots, n
\end{aligned}
$$

for $p^{\prime} \in \mathcal{O}$ provided the numbers $\tau_{k+1}, \cdots, \tau_{n}$ are small enough so that $\tau_{k+1} \mathscr{E}_{k+1}\left(p^{\prime}\right)+\cdots+\tau_{n} \mathscr{E}_{n}\left(p^{\prime}\right) \in \mathscr{U}_{N}$.

As the normal exponential map is a diffeomorphism on the set $\mathscr{U}_{N}$, $\left(x_{1}, \cdots, x_{k}, x_{k+1}, \cdots, x_{n}\right)$ defines a coordinate system near $p$. In fact, the restrictions to $N$ of coordinate vector fields $\partial / \partial x_{k+1}, \ldots, \partial / \partial x_{n}$ are orthonormal.

Lemma 2.1.2. Let $\gamma$ be a unit speed geodesic normal to $N$ with $\gamma(0)=p \in N$. If $v=\gamma^{\prime}(0)$, then there exists a system of Fermi coordinates $\left(x_{1}, \cdots, x_{n}\right)$ such that whenever $(p, t v) \in \mathscr{U}_{N}$, we have

$$
\begin{gathered}
\left.\frac{\partial}{\partial x_{k+1}}\right|_{\gamma(t)}=\gamma^{\prime}(t), \\
\left.\frac{\partial}{\partial x_{l}}\right|_{p} \in T_{p} N, \text { and }\left.\frac{\partial}{\partial x_{i}}\right|_{p} \in\left(T_{p} N\right)^{\perp}
\end{gathered}
$$

for $1 \leq l \leq k$ and $k+1 \leq i \leq n$. Furthermore, for $1 \leq j \leq n$

$$
\left(x_{j} \circ \gamma\right)(t)=t \delta_{j(k+1)}
$$

The following object will be useful while studying the distance squared function from a submanifold $N$.

Definition 2.1.2. Let $N$ be a submanifold of a Riemannian manifold and let $\left(x_{1}, \cdots, x_{n}\right)$ be a system of Fermi coordinates for $N$. We define $\Delta\left(x_{1}, \cdots, x_{n}\right)$ to be the non-negative number satisfying

$$
\Delta^{2}=\sum_{i=k+1}^{n} x_{i}^{2}
$$

Lemma 2.1.3. Let $p \in N$. The $\Delta$ is independent of the choice of Fermi coordinates at $p$.

Proof. Let $\left(x_{1}^{\prime}, \cdots, x_{n}^{\prime}\right)$ be another system of Fermi coordinates at $p$, and let $\left\{\mathscr{E}_{k+1}^{\prime}, \cdots, \mathscr{E}_{n}^{\prime}\right\}$ be the orthonormal sections of $\nu$ that give rise to it. We can write

$$
\mathscr{E}_{j}^{\prime}=\sum_{i=k+1}^{n} a_{i j} \mathscr{E}_{i}
$$

where $\left(a_{i j}\right)$ is a matrix of functions in the orthogonal group $O(n-k)$ with each $a_{j i}$ being a smooth function on $N$. Now,

$$
\begin{aligned}
x_{m}\left(\exp _{\nu}\left(\sum_{j=k+1}^{n} \tau_{j}^{\prime} \mathscr{E}_{j}^{\prime}\right)\right) & =x_{m}\left(\exp _{\nu}\left(\sum_{j=k+1}^{n} \tau_{j}^{\prime} \sum_{i=k+1}^{n} a_{i j} \mathscr{E}_{i}\right)\right) \\
& =x_{m}\left(\exp _{\nu}\left(\sum_{i=k+1}^{n}\left(\sum_{j=k+1}^{n} a_{i j} \tau_{j}^{\prime}\right) \mathscr{E}_{i}\right)\right) \\
& =\sum_{l=k+1}^{n} a_{m l} \tau_{l}^{\prime} \\
& =\sum_{l=k+1}^{n} a_{m l} x_{l}^{\prime}\left(\exp _{\nu}\left(\sum_{j=k+1}^{n} \tau_{j}^{\prime} \mathscr{C}_{j}^{\prime}\right)\right)
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
x_{m}=\sum_{l=k+1}^{n} a_{m l} x_{l}^{\prime}, m=k+1, \cdots, n . \tag{2.2}
\end{equation*}
$$

Now consider,

$$
\begin{aligned}
\sum_{m=k+1}^{n} x_{m}^{2} & =\sum_{m=k+1}^{n}\left(\sum_{l=k+1}^{n} a_{m l} x_{l}^{\prime}\right)^{2} \\
& =\sum_{m=k+1}^{n}\left(\sum_{l=k+1}^{n} \sum_{j=k+1}^{n}\left(a_{m l} x_{l}^{\prime}\right)\left(a_{m j} x_{j}^{\prime}\right)\right) \\
& =\sum_{l=k+1}^{n} \sum_{j=k+1}^{n}\left(\sum_{m=k+1}^{n} a_{m l} a_{m j}\right) x_{l}^{\prime} x_{j}^{\prime} \\
& =\sum_{l=k+1}^{n} \sum_{j=k+1}^{n} \delta_{l j} x_{l}^{\prime} x_{j}^{\prime} \\
& =\sum_{m=k+1}^{n}\left(x_{m}^{\prime}\right)^{2} .
\end{aligned}
$$

### 2.2 Morse-Bott theory

This section will be devoted to a generalization of Morse function in which we study the space by looking at the critical points of a smooth real valued function. We will briefly recall Morse functions with a couple of examples, and then we will define Morse-Bott functions. The reference for this section will be the original article by Raoul Bott [Bott, 1954] and the book [Banyaga and Hurtubise, 2004, Section 3.5].

### 2.2.1 Morse functions

Broadly the "functions" and "spaces" are objects of study in analysis and geometry respectively. However, these two objects are related to each other. For example, on a line we can have functions like $f(x)=x, g(x)=x^{2}$ which takes arbitrarily large values, whereas on the circle there does not exist any function which takes arbitrarily large value. In this way, we are able to differentiate circles with lines by seeing functions on them. Morse theory studies relations between shape of space and function defined on this space. We study the critical points of a function defined on spaces to find out information on the space. More specifically, in Morse theory we study the topology of smooth manifolds by analyzing the critical point of a smooth real valued function. If $f: M \rightarrow \mathbb{R}$ is a smooth function on a smooth manifold $M$, then using Morse theory we can find a CW-complex which is homotopy equivalent to $M$ and the CW-complex has one cell for each critical point
of $f$. For a detailed study of Morse theory we refer to the book [Milnor, 1963] by John Milnor.

Definition 2.2.1 (Critical Points). Let $M$ and $N$ be two smooth manifolds of dimension $m$ and $n$ respectively. A point $p \in M$ is said to be critical point of a smooth function $f: M \rightarrow N$ if the differential map

$$
d f_{p}: T_{p} M \rightarrow T_{f(p)} N
$$

does not have full rank.
We confine our study to real-valued functions. In this case the above is equivalent to $d f_{p} \equiv 0$. In a coordinate neighborhood $\left(\phi=\left(x_{1}, x_{2}, \ldots, x_{n}\right), U\right)$ around $p$, we have

$$
\begin{equation*}
\frac{\partial\left(f \circ \phi^{-1}\right)}{\partial x_{j}}(\phi(p))=0, j=1, \cdots, n \tag{2.3}
\end{equation*}
$$

At a critical point of $f: M \rightarrow \mathbb{R}$, we define the Hessian which is similar to the second derivative of the function.

Definition 2.2.2 (Hessian of $f$ at $p$ ). Let $f: M \rightarrow \mathbb{R}$ be any smooth real valued function and $p$ be any critical point of $f$. The Hessian of $f$ at $p$ is the map

$$
\begin{equation*}
\operatorname{Hess}_{p}(f): T_{p} M \times T_{p} M \rightarrow \mathbb{R}, \operatorname{Hess}_{p}(f)(V, W)=\tilde{V} \cdot(\tilde{W} \cdot f)(p) \tag{2.4}
\end{equation*}
$$

where $\tilde{V}$ and $\tilde{W}$ are any extensions of $V$ and $W$ respectively.
Note that the Hessian is a bilinear form of $V$ and $W$. Consider

$$
\begin{aligned}
V \cdot(\tilde{W} \cdot f)(p)-W \cdot(\tilde{V} \cdot f)(p) & =[\tilde{V}, \tilde{W}]_{p} \cdot f \\
& =d f_{p}\left([\tilde{V}, \tilde{W}]_{p}\right) \\
& =0
\end{aligned}
$$

Thus, Hessian is a symmetric bilinear form on $T_{p} M \times T_{p} M$. The above computation, in particular, also proves that the definition is well defined, that is, it is independent of the choice of extension.

Any critical point is categorized by looking at the value of Hessian at that point.

Definition 2.2.3. A critical point $p \in M$ of a smooth function $f: M \rightarrow \mathbb{R}$ is said to be non-degenerate if the Hessian is non-degenerate. Otherwise, we call $p$ to be a degenerate critical point. The index of a non-degenerate critical point $p$ is the dimension of the subspace of the maximum dimension on which $\operatorname{Hess}_{p} f$ is negative definite.

For example, the function $f: \mathbb{R} \rightarrow \mathbb{R} x \mapsto x^{2}$ has 0 a critical point which is non-degenerate but 0 is the degenerate critical point of the function $f(x)=x^{3}$.

Definition 2.2.4. A smooth function $f: M \rightarrow \mathbb{R}$ is said to be a Morse function if all its critical points are non-degenerate.

Example 2.2.1. The function

$$
f: \mathbb{R}^{2} \rightarrow \mathbb{R},(x, y) \mapsto x^{2}-3 x y^{2}
$$

is not a Morse function, as the critical point $(0,0)$ is not non-degenerate.
Example 2.2.2 (Height function on sphere). The height function on the $n$-sphere is a Morse function with critical points $N=(0,0, \cdots, 1)$ and $S=(0,0, \cdots,-1)$. The index of $N$ and $S$ is $n$ and 0 respectively.


Figure 2.1: Height function on the 2 -sphere is a Morse function with two nondegenerate critical points with index 2 and 0 .

For this, let

$$
\begin{aligned}
& \phi_{1}: \mathbb{S}^{n} \backslash\{N\} \rightarrow \mathbb{R}^{n}, \quad\left(x_{1}, \cdots, x_{n+1}\right) \mapsto\left(\frac{x_{1}}{1-x_{n+1}}, \cdots, \frac{x_{n}}{1-x_{n+1}}\right), \text { and } \\
& \phi_{2}: \mathbb{S}^{n} \backslash\{S\} \rightarrow \mathbb{R}^{n},\left(x_{1}, \cdots, x_{n+1}\right) \mapsto\left(\frac{x_{1}}{1+x_{n+1}}, \cdots, \frac{x_{n}}{1+x_{n+1}}\right)
\end{aligned}
$$

be two charts of $\mathbb{S}^{n}$. The inverse is given by

$$
\begin{aligned}
& \phi_{1}^{-1}(\mathbf{y})=\left(\frac{2 y_{1}}{\|\mathbf{y}\|^{2}+1}, \cdots, \frac{2 y_{n}}{\|\mathbf{y}\|^{2}+1}, \frac{\|\mathbf{y}\|^{2}-1}{\|\mathbf{y}\|^{2}+1}\right) \\
& \phi_{1}^{-1}(\mathbf{y})=\left(\frac{2 y_{1}}{\|\mathbf{y}\|^{2}+1}, \cdots, \frac{2 y_{n}}{\|\mathbf{y}\|^{2}+1},-\frac{\|\mathbf{y}\|^{2}-1}{\|\mathbf{y}\|^{2}+1}\right) .
\end{aligned}
$$

From equation (2.3), the critical points of $f$ will be the critical points of $\psi_{i}=$ $f \circ \phi_{i}^{-1}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=1,2$. Note that

$$
\begin{aligned}
& \psi_{1}(\mathbf{x})= \frac{\|\mathbf{x}\|^{2}-1}{\|\mathbf{x}\|^{2}+1}, \text { and } \psi_{2}(\mathbf{x})=-\frac{\|\mathbf{x}\|^{2}-1}{\|\mathbf{x}\|^{2}+1}, \mathbf{x} \in \mathbb{R}^{n} . \\
& \Longrightarrow\left(d \psi_{1}\right)_{\mathbf{x}}=\frac{4 \mathbf{x}}{(\|\mathbf{x}\|+1)^{2}}, \text { and }\left(d \psi_{2}\right)_{\mathbf{x}}=-\frac{4 \mathbf{x}}{(\|\mathbf{x}\|+1)^{2}} .
\end{aligned}
$$

Therefore, the critical points are $\phi_{1}^{-1}(\mathbf{0})=S$ in $\mathbb{S}^{n} \backslash\{N\}$ and $\phi_{2}^{-1}(\mathbf{0})=N$ in $\mathbb{S}^{n} \backslash\{N\}$. Note that

$$
\begin{aligned}
& \operatorname{Hess}_{S}(f)=\left(\frac{\partial^{2} \psi_{1}}{\partial x_{i} \partial x_{j}}(\mathbf{0})\right)_{1 \leq i, j \leq n}=4 I_{n \times n}, \text { and } \\
& \operatorname{Hess}_{N}(f)=\left(\frac{\partial^{2} \psi_{1}}{\partial x_{i} \partial x_{j}}(\mathbf{0})\right)_{1 \leq i, j \leq n}=-4 I_{n \times n} .
\end{aligned}
$$

Hence, both critical points are non-degenerate and index of $N$ and $S$ is $n$ and 0 respectively.
Example 2.2.3 (Height function on torus). If $a$ and $b$ be two positive real numbers with $0<b<a$, then the torus is

$$
\mathbb{T}=:\left\{(x, y, z): x^{2}+\left(\sqrt{y^{2}+z^{2}}-a\right)^{2}=b^{2}\right\}
$$

The function

$$
f: \mathbb{T} \rightarrow \mathbb{R},(x, y, z) \mapsto z
$$

is a Morse function with critical points $(0,0, \pm(a+b))$ and $(0,0, \pm(a-b))$.


Figure 2.2: Height function on torus is a Morse function with four non-degenerate critical points

### 2.2.2 Morse-Bott functions

Morse-Bott functions are generalizations of Morse functions where we are allowed to have critical set need not be isolated but may form a submanifold. For example, let a torus be kept horizontally (a donut is kept in a plate). If $f$ is the height function on the torus, then there are two critical submanifolds, the top and bottom circles.

Let $M$ be a Riemannian manifold and $f$ be any real valued smooth function on $M$. Let $\operatorname{Cr}(f)$ denotes the set of all critical points of $f$ and $N$ be any submanifold of $M$ which is contained in $\operatorname{Cr}(f)$. For any point $p \in M$ we have the following decomposition:

$$
T_{p} M=T_{p} N \oplus \nu_{p} N
$$

where $\nu_{p} N$ is the normal bundle at $p$. Note that if $p \in N$ then for any $V \in T_{p} N$ and $W \in T_{p} M$ the Hessian vanishes, i.e., $\operatorname{Hess}_{p}(f)(V, W)=0$. Therefore, $\operatorname{Hess}_{p}(f)$ induces a symmetric bilinear form on $\nu_{p} N$. Now we can define non-degenerate critical submanifold similar to the non-degenerate critical points.

Definition 2.2.5 (Non-degenerate critical submanifold). Let $N \subset M$ be a submanifold of a Riemannian manifold $M$. Then $N$ is said to be non-degenerate critical submanifold of $f$ if $N \subseteq \operatorname{Cr}(f)$ and for any $p \in N$ the $\operatorname{Hessian}^{\operatorname{Hess}} \operatorname{Hess}_{p}(f)$ is non-degenerate in the direction normal to $N$ at $p$.

In the above definition, $\operatorname{by~}_{\operatorname{Hess}_{p}(f)}$ is non-degenerate in the direction normal to $N$ at $p$ we mean that for any $V \in \nu_{p} N$ there exists $W \in \nu_{p} N$ such that $\operatorname{Hess}_{p}(f)(V, W) \neq 0$.

Definition 2.2.6 (Morse-Bott functions). The function $f: M \rightarrow \mathbb{R}$ is said to be Morse-Bott if the connected components of $\operatorname{Cr}(f)$ are non-degenerate critical submanifolds.

Example 2.2.4. Let $f: M \rightarrow \mathbb{R}$ be a Morse function. Then the critical submanifolds are zero-dimensional and hence the $\operatorname{Hessian}^{\operatorname{Hess}_{p}(f)}$ at any critical point $p$ is non-degenerate in every direction as all the directions are normal. So $f$ is Morse-Bott with critical submanifolds as critical points.
Example 2.2.5. Any constant function defined on a smooth manifold $M$ is a Morse-Bott function with critical submanifold $M$.

Example 2.2.6. Let $M=\mathbb{R}^{2}$. Define

$$
f: M \rightarrow \mathbb{R},(x, y) \mapsto x^{4} .
$$

Then the derivative map

$$
d f_{(x, y)}=\left(4 x^{3}, 0\right)=(0,0) \Longrightarrow x=0 .
$$

Thus, the critical set is $\{(x, y): x=0\}$ which is $y$-axis. Now the Hessian at $(0, y)$ will be

$$
\operatorname{Hess}_{(0, y)}(f)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right),
$$

which is degenerate in every direction and hence it is not a Morse-Bott function.
Example 2.2.7. Let $M=\mathbb{R}^{2}$ with the Euclidean distance dist and $N=\{(x, x)$ : $x \in \mathbb{R}\}$. Consider the function

$$
f: M \rightarrow \mathbb{R},(x, y) \mapsto \operatorname{dist}^{2}((x, y), N)=\frac{(x-y)^{2}}{2}
$$



Figure 2.3: Distance of $(x, y)$ from the line $y=x$.
So we have

$$
d f_{(x, y)}=(x-y, y-x)=0 \Longrightarrow x=y .
$$

Thus, the critical submanifold is $N$. Now to see whether it is non-degenerate or not in the normal direction, we need to compute the Hessian. Let $(p, p) \in N$ be any critical point.

$$
\operatorname{Hess}_{(p, p)}(f)=\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

Note that for any $\mathbf{v}=(a,-a) \in\left(T_{(p, p)} N\right)^{\perp}$ with $\mathbf{v} \neq 0$, we have

$$
\operatorname{Hess}_{(p, p)}(f)(\mathbf{v}, \mathbf{v})=\mathbf{v}^{T} \operatorname{Hess}_{(p, p)}(f) \mathbf{v}=4 a^{2} \neq 0
$$

Thus, the given function is Morse-Bott.
Example 2.2.8. Let $M=\mathbb{R}^{n+1}$ with the Euclidean metric $d$. If $N=\mathbb{S}^{n}$ be the unit sphere, then the distance between a point $\mathbf{p} \in \mathbb{R}^{n+1}$ and $N$ is given by

$$
\operatorname{dist}(\mathbf{p}, N):=\inf _{\mathbf{q} \in N} \operatorname{dist}(\mathbf{p}, \mathbf{q})
$$

We shall denote by $d^{2}$ the square of the distance. Now consider the function

$$
f: M \rightarrow \mathbb{R}, \quad \mathbf{x} \mapsto \operatorname{dist}^{2}(\mathbf{x}, N)=(\|\mathbf{x}\|-1)^{2} .
$$




Figure 2.4: Distance of x from the unit circle.

The function $f: M-\{\mathbf{0}\}$ is a Morse-Bott function with $N=\mathbb{S}^{n}$ as the critical submanifold. We will see a general version of this example in Chapter 4.
Example 2.2.9. Consider the function

$$
f: \mathbb{S}^{2} \rightarrow \mathbb{R},(x, y, z) \mapsto z^{2}
$$

It is square of the height function discussed in the Example 2.2.8. We claim that $f$ is a Morse-Bott function with critical set as $N=(0,0,1), S=(0,0,-1)$ and the equator $E=\left\{(x, y, 0): x^{2}+y^{2}=1\right\}$.


Figure 2.5: Square of the height function on sphere has three critical submanifolds; north pole, south pole and the equator circle.

We take the charts on $\mathbb{S}^{2}$ as given in Example 2.2.2. So we have

$$
\begin{aligned}
& \psi_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}, \mathbf{p}=(x, y) \mapsto\left(\frac{\|\mathbf{p}\|^{2}-1}{1+\|\mathbf{p}\|^{2}}\right)^{2}, \text { and } \\
& \psi_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}, \mathbf{p}=(x, y) \mapsto\left(\frac{1-\|\mathbf{p}\|^{2}}{1+\|\mathbf{p}\|^{2}}\right)^{2}
\end{aligned}
$$

The critical points are

$$
\begin{aligned}
d \psi_{1_{\mathbf{p}}}=(0,0) & \Longrightarrow \frac{8\left(\|\mathbf{p}\|^{2}-1\right)}{\left(1+\|\mathbf{p}\|^{2}\right)^{3}} \mathbf{p}=\mathbf{0} \\
& \Longrightarrow\|\mathbf{p}\|=1 \text { or } \mathbf{p}=0
\end{aligned}
$$

Similarly, $\psi_{2}$ gives the same condition and hence the critical set will be $N, S$, and $E$ (Figure 2.5). It is clear that the two submanifolds $\{N\}$ and $\{S\}$ are nondegenerate. To show that $E$ is non-degenerate, we calculate the Hessian matrix at any point of $E$, say $\mathbf{p}=(x, y, 0)$. The Hessian with respect to the above charts is given by

$$
\operatorname{Hess}_{\mathbf{p}}(f)=\left(\begin{array}{cc}
2 x^{2} & 2 x y \\
2 x y & 2 y^{2}
\end{array}\right)
$$

Note that for any $\mathbf{p} \in E$ the normal space $\left(T_{\mathbf{p}} E\right)^{\perp}$ is spanned by $(0,0,1)$. Since we have

$$
T_{\mathbf{p}} \mathbb{S}^{2}=T_{\mathbf{p}} E \oplus\left(T_{\mathbf{p}} E\right)^{\perp}=\operatorname{span}\{(-y, x, 0)\} \oplus \operatorname{span}\{(0,0,1)\}
$$

We need to show that for any $\mathbf{v}(0,0, \alpha)$ with $\alpha \neq 0$, there exists $\mathbf{w}(0,0, \beta)$ such that $\operatorname{Hess}_{\mathbf{p}}(f)(\mathbf{v}, \mathbf{w}) \neq 0$. For that we will identify $T_{\mathbf{p}} \mathbb{S}^{2}$ with $\mathbb{R}^{2}$ Consider two curves $\gamma$ and $\eta$ passing through $p$.

$$
\begin{aligned}
& \gamma(t)=\{(x \cos t-y \sin t, y \cos t+x \sin t, 0): 0 \leq t \leq 2 \pi\} \\
& \eta(t)=\{(x \cos t, y \cos t, \sin t): 0 \leq t \leq 2 \pi\}
\end{aligned}
$$

Note that $\gamma^{\prime}(0)=(-y, x, 0)=\mathbf{v}_{1}$ and $\eta^{\prime}(0)=(0,0,1)=\mathbf{v}_{2}$. So we have

$$
\begin{aligned}
& d \phi_{1_{\mathbf{p}}}\left(\mathbf{v}_{1}\right)=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\left(\phi_{1} \circ \gamma\right)(t)\right|_{t=0} \\
&=(-y, x) \\
& d \phi_{1_{\mathbf{p}}}\left(\mathbf{v}_{2}\right)=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\left(\phi_{1} \circ \eta\right)(t)\right|_{t=0}=(-x,-y)
\end{aligned}
$$



Figure 2.6: The curves $\gamma$ and $\eta$ passing through $\mathbf{p}$
So, we can define an isomorphism between

$$
T_{\mathbf{p}} \mathbb{S}^{2} \rightarrow \mathbb{R}^{2},(-y, x, 0) \mapsto(-y, x) \text { and }(0,0,1) \mapsto(-x,-y)
$$

Now note that

$$
\begin{aligned}
\operatorname{Hess}_{\mathbf{p}}((-x,-y),(-x,-y)) & =(-x,-y)\left(\begin{array}{cc}
2 x^{2} & 2 x y \\
2 x y & 2 y^{2}
\end{array}\right)\binom{-x}{-y} \\
& =(-x,-y)\left(\begin{array}{cc}
-2 x^{3} & -2 x y^{2} \\
-2 x^{2} y & -2 y^{3}
\end{array}\right) \\
& =2 x^{4}+2 x^{2} y^{2}+2 x^{2} y^{2}+2 y^{4} \\
& =2\left(x^{2}+y^{2}\right)^{2}=2 .
\end{aligned}
$$

Thus, Hessian is non-degenerate in the normal direction and hence it is a MorseBott functions.
Remark 2.2.1. The above example, in particular, shows that the critical submanifolds may have different dimensions.
Example 2.2.10. Let $f: M \rightarrow \mathbb{R}$ be a Morse-Bott function. If $\pi: X \rightarrow M$ is any smooth fiber bundle, then the composition $\pi \circ f: X \rightarrow M$ is a Morse-Bott function.

The trace function on $S O(n, \mathbb{R}), U(n, \mathbb{C})$ and $S p(n, \mathbb{C})$ is a Morse-Bott function (cf [Banyaga and Hurtubise, 2004, page 90, Exercise 22]).

### 2.3 Cut locus and conjugate locus

Let $M$ be a complete Riemannian manifold and $p \in M$. Let $\gamma$ be a geodesic such that $\gamma(0)=p$. A cut point of $p$ along the geodesic $\gamma$ is the first point $q$ on $\gamma$ such that for any point $\tilde{q}$ on $\gamma$ beyond $q$, there exists a geodesic $\tilde{\gamma}$ joining $p$ to $\tilde{q}$ such that $l(\tilde{\gamma})<l(\gamma)$, where $l(\gamma)$ is the length of $\gamma$. In simple words, $q$ is the first point beyond which $\gamma$ stops to minimize the distance. In this section we will recall the definition of cut locus of a point with some examples. We will also mention some important results which will be generalized in the upcoming chapters. The main references for this section are books [Sakai, 1996, Chapter 3, Section 4] and [Cheeger and Ebin, 1975, Chapter 5].

### 2.3.1 Cut locus of a point

Let $M$ be a Riemannian manifold and $p, q \in M$ be two points. If there exists a piecewise differentiable curve joining them, then using the Riemannian metric we can measure the length of the curve. We now consider all possible curves joining these points. Then the distance between $p$ and $q$ is the infimum of the length of all (piecewise differentiable) curves joining $p$ and $q$. This distance induces a metric. We call $M$ to be complete Riemannian manifold if $(M, d)$ is a complete metric space. From now onwards, we always consider $M$ to be a complete Riemannian manifold. A geodesic $\gamma(t), t \in[a, b]$ is said to be extendable if it can be extended to a geodesic $\gamma(t), t \in[c, d] \supsetneq[a, b]$. A Riemannian manifold is said to be geodesically complete if any geodesic can be extendable for all $t \in \mathbb{R}$. Then the Hopf-Rinow Theorem [Hopf and Rinow, 1931] says that these two notions of completeness are equivalent. If a manifold is not complete, then we can not always extend a geodesic. For example, $\mathbb{R}^{2} \backslash\{0\}$ is not complete and the geodesic $\gamma(t)=t, t>0$ is not extendable in the negative $x$-axis. This problem does not arise if the manifold is complete. The more is true which says that $M$ is complete if and only if every geodesic can be extended for infinite time. The completeness of $M$ also guarantees that any two points can be joined by a distance minimal geodesic which is defined as follows.

Definition 2.3.1 (Distance minimal geodesic). A geodesic joining $p$ and $q$ is said to be distance minimal if the length of the geodesic is equal to the distance between these points, i.e., $l(\gamma)=d(p, q)$.

We shall now define the cut locus, $\mathrm{Cu}(p)$ of a point $p$ in a complete Riemannian manifold $M$. The notion of cut locus was first introduced for convex surfaces by Henri Poincaré [Poincaré, 1905] in 1905 under the name la ligne de partage meaning the dividing line.

Definition 2.3.2 (Cut locus of a point). Let $M$ be a complete Riemannian manifold and $p \in M$. If $\mathrm{Cu}(p)$ denotes the cut locus of $p$, then a point $q \in \mathrm{Cu}(p)$ if there exists a minimal geodesic joining $p$ to $q$ any extension of which beyond $q$ is not minimal.

Consider the set

$$
S=\{s>0: \gamma(t), 0 \leq t \leq s \text { is a distance minimal geodesic }\} .
$$

If $S=\left(0, t_{0}\right)$, then $\gamma\left(t_{0}\right)$ is the cut point of $p$ along $\gamma$, and if $S=(0, \infty)$, then the point $p$ does not have a cut locus along $\gamma(t)$.
Note that if $q_{0}$ is a point on the geodesic $\gamma(t)$ which comes after the cut point, i.e., $q=\gamma\left(t_{0}\right)$ and $q_{0}=\gamma(t), t>t_{0}$, then there is a geodesic $\eta(t)$ joining $p$ to $q_{0}$ such that $l(\eta)<l(\gamma)$ (see Figure 2.7).


Figure 2.7: A point which is beyond cut point can be joined by a shorter geodesic

If $q_{0}$ comes before the cut point $q$, then we can not find any geodesic shorter than $\gamma$ joining $p$ to $q_{0}$. Moreover, we even can not find another geodesic $\eta$ joining $p$ to $q_{0}$ such that $l(\gamma)=l(\eta)$. So we can say that if $q_{0}$ is coming before cut point, then $\gamma$ is the only minimal geodesic joining $p$ to $q_{0}$. To prove this fact, we assume that if $\eta$ is another geodesic joining $p$ to $q_{0}$ such that $l(\gamma)=l(\eta)$ then

$$
\delta(t)=\left\{\begin{array}{l}
\eta(t), 0 \leq t \leq t_{1} \\
\gamma(t), 0 \leq t_{1} \leq t_{0}
\end{array}\right.
$$

is a curve such that $l(\delta)=d(p, q)=l(\gamma)$. Choose two points $q_{1}$ and $q_{2}$ sufficiently close to $q_{0}$ as shown in Figure 2.8. Then $\alpha$ is a distance minimal geodesic joining points $q_{1}$ and $q_{2}$ and hence we got a curve $\zeta$ which is $\eta$ from $p$ to $q_{1}, \alpha$ from $q_{1}$ to $q_{2}$ and $\gamma$ from $q_{2}$ to $q$. Note that $l(\zeta)$ is less than the distance between $p$ and $q$, which is a contradiction.

We now will discuss some examples.
Example 2.3.1. Let $M=\mathbb{R}^{n}$ be the $n$-Euclidean plane equipped with the Euclidean metric. The cut locus of any point is a null set because any geodesic never fails to satisfy its distance minimizing property.
Example 2.3.2 (Cut locus of a point in $n$-sphere). Let $M=\mathbb{S}^{n}$ be the $n$-sphere with the round metric. The geodesics are great circles. The cut locus of the south pole is the north pole.


Figure 2.8: If a point appears before the cut point along the geodesic, then it can not be joined by two or more minimal geodesics


Figure 2.9: Cut locus of $(0,0)$ in $\mathbb{R}^{2}$


Figure 2.10: Cut locus of south pole in $\mathbb{S}^{2}$

In Figure 2.10 we have proven the claim. If $\gamma$ is a geodesic from south pole $S$ to north pole $N$, then the length of $\gamma$ is $\pi$ which is also the distance between these two points. Extending this geodesic beyond $N$ (Figure 2.10b) makes its length more than $\pi$, whereas the distance between $S$ to $P$ is less than $\pi$ (Figure 2.10c).

Example 2.3.3 (Flat torus). Consider $[0,1] \times[0,1] \subseteq \mathbb{R}^{2}$. We identify $(x, 0)$ with $(x, 1)$ and $(0, y)$ with $(1, y)$ where $x, y \in[0,1]$. The obtained quotient space is the flat torus. The metric is naturally induced from the Euclidean metric and hence the geodesics are straight lines. If $p$ be the center $\left(\frac{1}{2}, \frac{1}{2}\right)$, then the cut locus is the wedge of two circles.

(a) Extending $\gamma$ beyond the blue line fails to be distance minimal

(b) cut locus of $p$

Figure 2.11: Cut locus of a point in a flat torus

Example 2.3.4 (Real projective planes). We obtain the real projective plane $\mathbb{R P}^{n}$ by identifying the antipodal points of the round sphere $\mathbb{S}^{n}$. The metric on $\mathbb{R} \mathbb{P}^{n}$ is induced from the metric on $\mathbb{S}^{n}$. If $\pi: \mathbb{S}^{n} \rightarrow \mathbb{R} \mathbb{P}^{n}, p,-p \mapsto[p]$, then

$$
\langle X, Y\rangle_{[p]}=:\left\langle\left(d \pi_{p}\right)^{-1}(X),\left(d \pi_{p}\right)^{-1}(Y)\right\rangle_{p}
$$

is a metric on $\mathbb{R} \mathbb{P}^{n}$. Since the antipodal map is an isometry of $\mathbb{S}^{n}$, the map $\pi$ is a local isometry. Let $[p] \in \mathbb{R} \mathbb{P}^{n}$ such that it is the image of north and south pole under the map $\pi$. Then the image of the equator of $\mathbb{S}^{n}$ under the quotient map $\pi, \mathbb{R} \mathbb{P}^{n-1}$, is the cut locus of $[p]$. We will see a generalization of similar result in Chapter 6.

Example 2.3.5 (Cut locus a point in cylinder). Note that for a given point $p$ if more than one distance minimal geodesic joining $p$ and $q$ exists, then $q$ is a cut point. Using this, we observed that the cut locus of a point in cylinder is a line (shown in Figure 2.12). We also note that the point $-p$ is the closest point and there exists a closed geodesic passing through $-p$ starting and ending at $p$. This fact is more generally true (see Theorem 2.3.6). Generalizing this example, the cut locus of a point $(\mathbf{p}, \mathbf{v}) \in \mathbb{S}^{n} \times \mathbb{R}^{m}$ with the product metric is $\{-\mathbf{p}\} \times \mathbb{R}^{m}$.


Figure 2.12: Cut locus of a point in a cylinder

### 2.3.2 Conjugate locus of a point

Let $M$ be a Riemannian manifold and $\gamma$ be any curve defined on $[a, b]$. A variation of $\gamma$ is a function $\Gamma:[a, b] \times(-\varepsilon, \varepsilon) \rightarrow M$ such that $\Gamma(t, 0)=\gamma(t)$. So $\Gamma$ is a one-parameter family of curves $\gamma_{s}(t):=\Gamma(t, s)$. If each of $\gamma_{s}$ is a geodesic, then we call it is a geodesic variation. In this section by variation we mean the geodesic variation. The variation field $\frac{\partial \Gamma}{\partial s}(t, 0)$ is called a Jacobi field and we will denote it by $J(t)$.

Let $\gamma$ be a geodesic. We say that a point $q \in M$ on $\gamma$ is conjugate to $p \in M$ if we can find a variation $\gamma_{s}$ of $\gamma$ such that $\gamma_{s}(0)=p$ for $s \in(-\varepsilon, \varepsilon)$ and each of the geodesic $\gamma_{s}$ meet infinitesimally at $q$. That is, if $\gamma\left(t_{0}\right)=q$, then

$$
\left.\frac{\partial \gamma_{s}}{\partial t}\right|_{(t, s)=(0,0)}=0=\left.\frac{\partial \gamma_{s}}{\partial t}\right|_{(t, s)=\left(t_{0}, 0\right)} .
$$

The conjugate points can be defined in two more equivalent ways. One of them uses the Jacobi field and other uses the exponential map. Recall that a Jacobi field along a geodesic $\gamma$ satisfies

$$
\nabla_{\dot{\gamma}} \nabla_{\dot{\gamma}} J+R(\dot{\gamma}, J) \dot{\gamma}=0,
$$

where $R$ is the Riemann curvature tensor.

Definition 2.3.3 (Conjugate points in terms of Jacobi fields). A point $p$ is said to be conjugate to $q$ along a geodesic $\gamma$ if there exists a non-vanishing Jacobi field along $\gamma$ which vanishes at $p$ and $q$.


Figure 2.13: $p$ and $q$ are conjugate to each other along $\gamma$

Definition 2.3.4 (Conjugate points in terms of exponential map). For a point $p \in M$ we say that $\mathbf{v} \in T_{p} M$ is a tangent conjugate point of $p$ if the derivative of the exponential map is singular at $\mathbf{v}$ i.e., $\operatorname{det}\left(d\left(\exp _{p}\right)_{\mathrm{v}}\right)=0$. The point $q:=$ $\exp _{p}(\mathbf{v})$ is said to be conjugate point of $p$ along the geodesic $\gamma(t)=\exp _{p}(t \mathbf{v})$.

For a proof of equivalence of these three definitions we refer the reader to books on Riemannian geometry, for example see [do Carmo, 1992].

The multiplicity of a conjugate point is defined to be the nullity of $d\left(\exp _{p}\right)_{\mathbf{v}}$. If nullity is one, then we say it is first conjugate point.

Example 2.3.6. Let $M=\mathbb{R}^{n}$ with the Euclidean metric, then there are no conjugate points along any geodesic.
Example 2.3.7. If $M=\mathbb{S}^{n}$ with the round metric, then any antipodal points are conjugate to each other along any great circles. In particular, south pole and north poles are conjugate to each other.
Example 2.3.8. If $M$ is a flat torus, then there are no conjugate points along any geodesic. Recall that metric is flat if and only if the Riemann curvature tensor $R$ vanishes, which implies the Jacobi field is affine and vanishes at two points forced it to be zero everywhere. This example, in particular, proves that if $M$ is flat, then there are no conjugate points along any geodesic.
Example 2.3.9. Let $M$ be the real projective plane, $\mathbb{R} \mathbb{P}^{n}$, with the metric induced from $\mathbb{S}^{n}$. Here any point $p$ is conjugate to itself along any geodesic.

### 2.3.3 Some results involving cut and conjugate locus

We will present some results related to the two concepts. As most of the results are standard, we will not provide proofs. Instead, we will mention references for each.

The following result is one of the most important characterization of cut locus in terms of first conjugate point.

Theorem 2.3.1. [Sakai, 1996, Chapter 3, Proposition 4.1] Let $\gamma$ be a unit speed geodesic. Then $q=\gamma\left(t_{0}\right)$ is a cut point of $p=\gamma(0)$ along $\gamma$ if either of the following holds.
(i) The point $q=\gamma\left(t_{0}\right)$ is the first conjugate point of $p$ along $\gamma$.
(ii) There exists at least two distance minimal geodesic joining $p$ to $q$.

The next result is also a relation between the two loci. In particular, it states that the cut point of $p$ always comes before (if not the same) the conjugate point.

Theorem 2.3.2. [Kobayashi, 1967, Theorem 4.1] Let $\gamma$ be a unit speed geodesic starting at $p$. Let $q=\gamma\left(t_{0}\right)$ be the first conjugate point along $\gamma$. Then $\gamma$ is not a distance minimal geodesic beyond $q$.

There is one more characterization of the cut locus in terms of number of geodesics joining the point to the cut point. For $p \in M$ we define the set $\operatorname{Se}(p)$ as

$$
\operatorname{Se}(p):=\left\{\begin{array}{l|l}
q \in M & \begin{array}{c}
\text { there exists at least two distance } \\
\text { minimal geodesics joining } p \text { to } q
\end{array} \tag{2.5}
\end{array}\right\}
$$

Note that $\operatorname{Se}(p) \subseteq \mathrm{Cu}(p)$. Franz-Erich Wolter in 1979 showed that the closure of $\mathrm{Se}(p)$ is the cut locus.

Theorem 2.3.3. [Wolter, 1979, Theorem 1] Let $M$ be a complete Riemannian manifold and $p$ be any point in $M$. Then

$$
\overline{\mathrm{Se}(p)}=\mathrm{Cu}(p)
$$

The above theorem, in particular, shows that the cut locus of a point is a closed set. He also proved that the distance squared function from the point $p$ is not differentiable on the set Se.

Theorem 2.3.4. [Wolter, 1979, Lemma 1] Let $d^{2}(p, \cdot)$ denotes the square of the distance from the point $p$. Let $q \in \operatorname{Se}(p)$ and let $\gamma_{1}$ and $\gamma_{2}$ be two distance minimal geodesics joining $p$ to $q$. Then the directional derivative of $d^{2}(p, \cdot)$ does not exist at $q$ in the direction of $\gamma_{i}, i=1,2$.

For some special point of the cut locus of $p$ we can improve Theorem 2.3.1.
Theorem 2.3.5. [Kobayashi, 1967, Theorem 4.4] Let $q$ be a cut point of $p$ and we assume that it is the closest point of $p$. Then $q$ is either conjugate to $p$ along a minimal geodesic joining these two points, or $q$ is the mid-point of a closed geodesic starting and ending at $p$.

We can even make the above theorem sharper if we provide an additional condition.

Theorem 2.3.6. [Kobayashi, 1967, Theorem 4.5] Let $p$ be any point in $M$ such that $d(p, \mathrm{Cu}(p))$ is the smallest and $q$ be any cut point closest to $p$. Then either $q$ is conjugate to $p$ with respect to a distance minimal geodesic joining $p$ and $q$ or $q$ is the mid-point of a closed geodesic starting and ending smoothly at $p$.

## Cut locus of a submanifold
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The cut locus of a point plays an important role in analyzing the local structure of a Riemannian manifold $M$. In the last chapter we had studied cut locus of a point, conjugate locus and some of their properties. Similarly, one can ask about the notion of cut locus for a non-empty subset of $M$. In order to give a similar definition, we need to first define distance minimal geodesics joining a point $p \in M$ to a subset $N \subseteq M$. If $q \in N$ such that the geodesic is distance minimal geodesic joining $p$ and $q$, and it minimizes the distance between the set $N$ and the point $p$ then we call such a geodesic a distance minimal geodesic. Now the cut locus of $N$ consists of all points $q \in M$ such that there exists a distance minimal geodesic which fails to be minimal beyond $q$. Conjugate locus is termed as focal locus if we replace point with submanifold. In this chapter we will study the cut locus of a subset, in particular, a submanifold. We will motivate the results based on some examples and the proofs will be discussed in the subsequent chapters.

### 3.1 Cut locus of submanifolds

In order to have a definition of the cut locus for a submanifold (or a subset), we need to generalize the notion of a minimal geodesic.

Definition 3.1.1. A geodesic $\gamma$ is called a distance minimal geodesic joining $N$ to $p$ if there exists $q \in N$ such that $\gamma$ is a minimal geodesic joining $q$ to $p$ and $l(\gamma)=d(p, N)$. We will refer to such geodesics as $N$-geodesics.

If $N$ is an embedded submanifold, then an $N$-geodesic is necessarily orthogonal to $N$. This follows from the first variational principle. We are ready to define the cut locus for $N \subset M$.

Definition 3.1.2 (Cut locus of a subset). Let $M$ be a Riemannian manifold and $N$ be any non-empty subset of $M$. If $\mathrm{Cu}(N)$ denotes the cut locus of $N$, then we say that $q \in \mathrm{Cu}(N)$ if and only if there exists a distance minimal geodesic joining $N$ to $q$ such that any extension of it beyond $q$ is not a distance minimal geodesic.

Example 3.1.1. Let $M=\mathbb{R}^{2}$ with the Euclidean metric and $N$ be the $x$-axis. Then the cut locus of $N$ will be empty. If we shoot any geodesic, which are straight lines, perpendicular to $x$-axis, these will never fail to be distance minimal and hence the cut locus will be empty.

Geodesics never fails to minimize


Figure 3.1: Cut locus of $x$-axis in $\mathbb{R}^{2}$

Example 3.1.2. Let $M=\mathbb{R}^{n+1}$ with the Euclidean metric and $N=\mathbb{S}^{n}$. Then the cut locus will be the center of the sphere. Note that if we shoot a minimal geodesic from any point of $\mathbb{S}^{n}$, then it fails its minimizing property beyond the origin (see Figure 3.2a). Hence, $\mathbf{0}$ is a cut point. To see this is the only cut point, we start with any point a other than origin. Consider a distance minimal geodesic $\gamma$ starting at $\mathbb{S}^{n}$ to a.

$$
\gamma(t)=(1-t) \frac{\mathbf{a}}{\|\mathbf{a}\|}+t \mathbf{a}, 0 \leq t \leq 1
$$

Note that

$$
l(\gamma)=d(P, Q)=\mid 1-\|\mathbf{a}\| \|
$$

Let $\varepsilon=\frac{\|\mathbf{a}\|}{2}$. Consider the point $R=\gamma(1+\varepsilon)$. We have

$$
\left.l(\gamma)\right|_{[0,1+\varepsilon]}=d(P, R)
$$

Now we will show that $d\left(\mathbb{S}^{n}, R\right)$ is same as the length of $\gamma$. Note that $R=(1+$ $\varepsilon) \mathbf{a}-\frac{\varepsilon \mathbf{a}}{\|\mathbf{a}\|}$ which simplifies to $\frac{\mathbf{a}}{2}(1-\|\mathbf{a}\|)$. Note that

$$
\begin{aligned}
d^{2}\left(\mathbb{S}^{n}, R\right) & =\inf _{\mathbf{x} \in \mathbb{S}^{n}} d^{2}\left(\mathbf{x}, \frac{\mathbf{a}}{2}(1-\|\mathbf{a}\|)\right) \\
& =\min \left\{\|\mathbf{x}-\mathbf{v}\|^{2}:\|\mathbf{x}\|^{2}=1\right\}, \mathbf{v}=\frac{\mathbf{a}}{2}(1-\|\mathbf{a}\|)
\end{aligned}
$$

Set

$$
f(\mathbf{x})=\|\mathbf{x}-\mathbf{v}\|^{2}, g(\mathbf{x})=\|\mathbf{x}\|^{2}-1
$$

So we want to minimize $f$ such that $g(\mathbf{x})=0$.

$$
\nabla f(\mathbf{x})-\lambda \nabla g(\mathbf{x})=0 \Longrightarrow(\mathbf{x}-\mathbf{v})-\lambda \mathbf{x}=0 \Longrightarrow \mathbf{x}=\frac{\mathbf{v}}{1-\lambda}
$$



Figure 3.2: Cut locus of $\mathbb{S}^{1}$ in $\mathbb{R}^{2}$

Note that the above quantity is well defined as $\mathbf{v} \neq 0$. Now we will use the given constrain,

$$
\begin{aligned}
\|\mathbf{x}\|=1 & \Longrightarrow\|\mathbf{v}\|=|1-\lambda| \\
& \Longrightarrow \lambda=1 \pm\|\mathbf{v}\| \\
& \Longrightarrow \mathbf{x}= \pm \frac{\mathbf{v}}{\|\mathbf{v}\|}= \pm \frac{\mathbf{a}}{\|\mathbf{a}\|} .
\end{aligned}
$$

The point $\frac{\mathbf{a}}{\|\mathbf{a}\|}$ corresponds to the minima and note that $P=\frac{\mathbf{a}}{\|\mathbf{a}\|}$. This proves the claim.
Example 3.1.3. Let $M=\mathbb{S}^{2}$ with the round metric and $N=\mathbb{S}^{0}=\left\{\mathbf{e}_{3},-\mathbf{e}_{3}\right\}$, where $\mathbf{e}_{3}=(0,0,1)$. We claim that the cut locus is the equator, $\left\{(x, y, 0): x^{2}+y^{2}=1\right\}$. Note that if $\gamma$ is an $N$-geodesic (great circle) starting at the North Pole, then it remains distance minimal until it hits the equator circle. As soon as it goes beyond the circle, we can find another geodesic $\eta$ from the South Pole which is shorter and hence $\gamma$ is no longer distance minimal, see Figure 3.3.


Figure 3.3: Cut locus of $\mathbb{S}^{0}$ in 2 -sphere
Therefore, the equator circle is in the cut locus. We also note that any other point not on the equator is either on the top or bottom hemisphere. In either of the
cases, a minimal geodesic does not fail its distance minimal property beyond the point. So the cut locus is precisely the circle with $z=0$. By the same argument it follows that the cut locus of $\mathbb{S}^{0}$ in $\mathbb{S}^{n}$ is

$$
\mathbb{S}^{n-1}=\left\{\left(x_{0}, \cdots, x_{n-1}, 0\right): x_{0}^{2}+\cdots+x_{n-1}^{2}=1\right\} .
$$

Example 3.1.4 (Cut locus of equator in 2-sphere). Let $M=\mathbb{S}^{2}$ with the round metric and $N=\mathbb{S}^{1}=\left\{(x, y, 0): x^{2}+y^{2}=1\right\}$. The cut locus of $N$ is $\mathbb{S}^{0}=\left\{\mathbf{e}_{3},-\mathbf{e}_{3}\right\}$. The argument is similar as above.
Example 3.1.5 (Join induced by cut locus). Let $\mathbb{S}_{i}^{k} \hookrightarrow \mathbb{S}^{n}$ denote the embedding of the $k$-sphere in the first $k+1$ coordinates while $\mathbb{S}_{l}^{n-k-1}$ denote the embedding of the $(n-k-1)$-sphere in the last $n-k$ coordinates. It can be seen that $\mathrm{Cu}\left(\mathbb{S}_{i}^{k}\right)=\mathbb{S}_{l}^{n-k-1}$. In fact, starting at a point $p \in \mathbb{S}_{i}^{k}$ and travelling along a unit speed geodesic in a direction normal to $T_{p} \mathbb{S}_{i}^{k}$, we obtain a cut point at a distance $\pi / 2$ from $\mathbb{S}_{i}^{k}$.


Figure 3.4: The cut locus of the equator in $\mathbb{S}^{2}$
Moreover, in this case $\mathrm{Cu}\left(\mathbb{S}_{l}^{n-k-1}\right)=\mathbb{S}_{i}^{k}$ and the $n$-sphere $\mathbb{S}^{n}$ can be expressed as the union of geodesic segments joining $\mathbb{S}_{i}^{k}$ to $\mathbb{S}_{l}^{n-k-1}$. This is a geometric variant of the fact that the $n$-sphere is the (topological) join of $\mathbb{S}^{k}$ and $\mathbb{S}^{n-k-1}$. We also observe that $\mathbb{S}^{n}-\mathbb{S}_{l}^{n-k-1}$ deforms to $\mathbb{S}_{i}^{k}$ while $\mathbb{S}^{n}-\mathbb{S}_{i}^{k}$ deforms to $\mathbb{S}_{l}^{n-k-1}$.

In our example, let $\nu_{i}^{n-k}$ and $\nu_{l}^{k+1}$ denote the normal bundles of $\mathbb{S}_{i}^{k}$ and $\mathbb{S}_{l}^{n-k-1}$ respectively. We may express $\mathbb{S}^{n}$ as the union of normal disk bundles $D\left(\nu_{i}\right)$ and $D\left(\nu_{l}\right)$. These disk bundles are trivial and are glued along their common boundary $\mathbb{S}_{i}^{k} \times \mathbb{S}_{l}^{n-k-1}$ to produce $\mathbb{S}^{n}$. Moreover, $\mathbb{S}_{i}^{k}$ is an analytic submanifold of the real analytic Riemannian manifold $\mathbb{S}^{n}$ with the round metric. There is a generalization of this phenomenon [Omori, 1968, Lemmas 1.3-1.5, Theorem 3.1].

Theorem 3.1.1 (Omori 1968). Let $M$ be a compact, connected, real analytic Riemannian manifold which has an analytic submanifold $N$ such that the cut point of $N$ with respect to every geodesic, which starts from $N$ and whose initial direction is orthogonal to $N$ has a constant distance $\pi$ from $N$. Then $N^{\prime}=\mathrm{Cu}(N)$ is an analytic submanifold and $M$ has a decomposition $M=$ $D N \cup_{\varphi} D N^{\prime}$, where $D N, D N^{\prime}$ are normal disk bundles of $N, N^{\prime}$ respectively.

### 3.1.1 Separating set

In all the examples in the previous section, we observed the cut locus of any submanifold $N$ is same as the set of all points which has at least two minimal geodesics joining $N$ to the point. This leads to the following definition.

Definition 3.1.3 (Separating set). Let $N$ be a subset of a Riemannian manifold $M$. The set $\operatorname{Se}(N)$, called the separating set, consists of all points $q \in M$ such that at least two distance minimal geodesics from $N$ to $q$ exist.


Figure 3.5: Separating set of $N$

The following example shows that for a given submanifold $N \subseteq M$, the separating set need not be same as the cut locus.
Example 3.1.6 (Cut locus of ellipse). Let $M=\mathbb{R}^{2}$ with the Euclidean metric and $N=\left\{(x, y): \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1\right\}$ for some non-zero real numbers $a$ and $b$ with $a \neq b$. Let $A=(-a, 0)$ and $B=(a, 0)$ be two foci of the ellipse. Note that for any point


Figure 3.6: $\mathrm{Cu}(N)$ and $\operatorname{Se}(N)$
$C=(x, 0)$ with $x \in(-a, a)$, we have two $N$-geodesics joining $N$ to $C$. Hence, all the points are separating point (see Figure 3.6). However, the two foci are not separating points, but they are in the cut locus. So $\operatorname{Se}(N) \neq \mathrm{Cu}(N)$.

Note that $\operatorname{Se}(N) \subset \operatorname{Cu}(N)$. Although the sets $\mathrm{Se}(N)$ and $\mathrm{Cu}(N)$ are not same, in general, we can ask whether including the limit points of $\operatorname{Se}(N)$ make them equal. In the next chapter, we will see that indeed this is the case, and we have $\mathrm{Se}(N)=\mathrm{Cu}(N)$ (Theorem 4.2.2). This, in particular, proves that cut locus is a closed set. In general, the cut locus of a subset need not be closed, as illustrated by the following example [Sabau and Tanaka, 2016].
Example 3.1.7 (Sabau-Tanaka 2016). Consider $\mathbb{R}^{2}$ with the Euclidean inner product. Let $\left\{\theta_{n}\right\}$, with $\theta_{1} \in(0, \pi)$, be a decreasing sequence converging to 0 . Let $\overline{B(0,1)}$ be the closed unit ball centered at $(0,0)$. Suppose $B_{n}:=B\left(q_{n}, 1\right)$ is the open ball with radius 1 and centered at $q_{n}$. We have chosen $q_{n}$ such that it does not belong to $\overline{B(0,1)}$ and denotes the center of the circle passing through $p_{n}=\left(\cos \theta_{n}, \sin \theta_{n}\right)$ and $p_{n+1}=\left(\cos \theta_{n+1}, \sin \theta_{n+1}\right)$. Define $N \subset \mathbb{R}^{2}$ by

$$
N:=\overline{B(\mathbf{0}, 1)} \backslash \cup_{n=1}^{\infty} B\left(q_{n}, 1\right) .
$$



Figure 3.7: Cut locus need not be closed

Note that $N$ is a closed set and the sequence $\left\{q_{n}\right\}$ of cut points of $N$ converges to the point $(2,0)$. However, $(2,0)$ is not a cut point of $N$.

Using the characterization of cut locus in terms of the separating set, we will list some more examples. Most of the justification is provided by the help of pictures.
Example 3.1.8 (Cut locus of $k$ points on the unit circle). Let $M=\mathbb{S}^{1}$ with the round metric and $N=\left\{A_{1}, A_{2}, A_{3}\right\}$. Then the cut locus will be $\left\{B_{12}, B_{23}, B_{31}\right\}$, see Figure 3.8. The above example can be generalized for any $k$-points on $\mathbb{S}^{1}$. The cut locus of $\left\{A_{1}, A_{2}, \cdots, A_{k}\right\}$ will be $\left\{B_{12}, B_{23}, \cdots, B_{k 1}\right\}$ where $B_{i i+1}$ is the mid-point of $A_{i}$ and $A_{i+1}$.


Figure 3.8: Cut locus of three points on unit circle

Example 3.1.9 (Cut locus of $k$ points on $\mathbb{S}^{2}$ ). Let $A_{1}, A_{2}$ and $A_{3}$ be three points on the equator. The cut locus will be half great circles passing through the mid-points $B_{12}, B_{23}$ and $B_{31}$, see Figure 3.9a. In fact, all these semicircles are the separating set of $\left\{A_{1}, A_{2}, A_{3}\right\}$, being closed the closure is itself. So, the cut locus is homotopic to wedge of two circles. The same can be generalized for $k$-points on the equator

(a) Cut locus of three points in $\mathbb{S}^{2}$

(b) Cut locus is homotopic equivalent to $\mathbb{S}^{1} \vee \mathbb{S}^{1}$

Figure 3.9: Cut locus of three points in $\mathbb{S}^{2}$
of $\mathbb{S}^{2}$ to conclude that the cut locus is homotopic to $\vee_{k-1} \mathbb{S}^{1}$. Similarly, one can show that cut locus of $k$-points in $\mathbb{S}^{n}$ is homotopic to $\vee_{k-1} \mathbb{S}^{n-1}$. In this example also, the separating set is same as the cut locus as the separating set is closed.

The above example, in particular, shows that cut locus need not be a manifold.
Example 3.1.10. Let $M=\mathbb{R}^{2}$ with the Euclidean metric and $N$ be the wedge of two circles. The cut locus of $N$ consists of centers of these two circles and the $y$-axis with origin removed, see Figure 3.10. In fact, if we take any other point then that is not a cut point as any geodesic, a straight line, never fails its distance minimal property. This example, also shows that the cut locus of a subset need not be a closed set.


Figure 3.10: Cut locus of wedge of two circles in $\mathbb{R}^{2}$

Example 3.1.11. Let $M$ be the cylinder $\mathbb{S}^{1} \times \mathbb{R}$ with the product metric. Let $N=$ $\{\mathbf{v}\} \times \mathbb{R}$ for some $\mathbf{v} \in \mathbb{S}^{1}$. Then cut locus of $N$ is $\{-\mathbf{v}\} \times \mathbb{R}$, see Figure 3.11.


Figure 3.11: Cut locus of a line on cylinder

### 3.2 An illuminating example

Let $M=M(n, \mathbb{R})$ be the set of $n \times n$ matrices, and $N=O(n, \mathbb{R})$ be the set of all orthogonal $n \times n$ matrices. Let $A, B \in M(n, \mathbb{R})$. We fix the standard flat Euclidean metric on $M(n, \mathbb{R})$ by identifying it with $\mathbb{R}^{n^{2}}$. This induces a distance function given by

$$
d(A, B):=\sqrt{\operatorname{tr}\left((A-B)^{T}(A-B)\right)}
$$

Consider the distance squared function

$$
f: G L(n, \mathbb{R}) \rightarrow \mathbb{R}, \quad A \mapsto d^{2}(A, O(n, \mathbb{R}))
$$

In order to study this function, we want a closed formula for it.

Lemma 3.2.1. The function $f$ can be explicitly expressed as

$$
\begin{equation*}
f(A)=n+\operatorname{tr}\left(A^{T} A\right)-2 \operatorname{tr}\left(\sqrt{A^{T} A}\right) \tag{3.1}
\end{equation*}
$$

Proof. Let $A \in G L(n, \mathbb{R})$ be any invertible matrix. Then,

$$
\begin{align*}
f(A) & =\inf _{B \in O(n, \mathbb{R})} d^{2}(A, B) \\
& =\inf _{B \in O(n, \mathbb{R})}\|A-B\|^{2} \\
& =\inf _{B \in O(n, \mathbb{R})} \operatorname{tr}\left((A-B)^{T}(A-B)\right) \\
& =\inf _{B \in O(n, \mathbb{R})} \operatorname{tr}\left(A^{T} A-A^{T} B-B^{T} A+B^{T} B\right) \\
& =\inf _{B \in O(n, \mathbb{R})}\left[\operatorname{tr}\left(A^{T} A\right)-\operatorname{tr}\left(A^{T} B\right)-\operatorname{tr}\left(B^{T} A\right)+\operatorname{tr}\left(B^{T} B\right)\right] \\
& =\operatorname{tr}\left(A^{T} A\right)+\inf _{B \in O(n, \mathbb{R})}\left[-2 \operatorname{tr}\left(A^{T} B\right)\right]+n \\
& =\operatorname{tr}\left(A^{T} A\right)-2 \sup _{B \in O(n, \mathbb{R})} \operatorname{tr}\left(A^{T} B\right)+n . \tag{3.2}
\end{align*}
$$

The problem of computing $f(A)$ is equivalent to maximizing the function

$$
h_{A}: O(n, \mathbb{R}) \rightarrow \mathbb{R}, B \mapsto \operatorname{tr}\left(A^{T} B\right)
$$

Case I: $A$ is a diagonal matrix with positive entries. Then,

$$
\left|h_{A}(B)\right|=\left|\operatorname{tr}\left(A^{T} B\right)\right|=\left|\sum_{i=1}^{n} a_{i i} b_{i i}\right| \leq \sum_{i=1}^{n}\left|a_{i i} b_{i i}\right| \leq \sum_{i=1}^{n} a_{i i}=\operatorname{tr}\left(A^{T}\right)=h_{A}(I)
$$

Thus, one of the maximizer is $B=I$.

Case II: For any non-singular matrix $A$, we will use the singular value decomposition (SVD). Write $A=U D V^{T}$, where $U$ and $V$ are $n \times n$ orthogonal matrices and $D$ is a diagonal matrix with positive entries. For any $B \in O(n, \mathbb{R})$ using the cyclic property of the trace we have

$$
\begin{equation*}
\operatorname{tr}\left(A^{T} B\right)=\operatorname{tr}\left(V D U^{T} B\right)=\operatorname{tr}\left(D\left(U^{T} B V\right)\right) \tag{3.3}
\end{equation*}
$$

Since $U^{T} B V$ is an orthogonal matrix, maximizing over $B$ reduces to the earlier observation that $B$ will be a maximizer if $U^{T} B V=I$, which implies $B=U V^{T}$.

Since $A$ is invertible, by the polar decomposition, there exists an orthogonal matrix $Q$ and a symmetric positive definite matrix $S=\sqrt{A^{T} A}$ such that $A=Q S$. As $S$ is symmetric matrix we can diagonalize it, that is, $S=P \tilde{D} P^{T}$, where $P \in$ $O(n, \mathbb{R})$ and $\tilde{D}$ is a diagonal matrix. Thus,

$$
A=Q S=Q P \tilde{D} P^{T}
$$

Set $U=Q P, V=P$ to obtain the SVD of $A$. In particular, the minimizer is given by

$$
B=Q=A\left(\sqrt{A^{T} A}\right)^{-1}
$$

Therefore,

$$
f(A)=n+\operatorname{tr}\left(A^{T} A\right)-2 \operatorname{tr}\left(\sqrt{A^{T} A}\right)
$$

for invertible matrices.
To find out $f(A)$ for a non-invertible matrix $A$, we note that $G L(n, \mathbb{R})$ is dense in $M(n, \mathbb{R})$ and that $\sqrt{A^{T} A}$ is well-defined for $A \in M(n, \mathbb{R})$. The continuity of the map $A \mapsto \sqrt{A^{T} A}$ on $M(n, \mathbb{R})$ implies that the same formula (3.1) for $f$ applies to $A$ as well.

In order to understand the differentiability of $f$, it suffices to analyze the function $A \mapsto \operatorname{tr}\left(\sqrt{A^{T} A}\right)$.

Lemma 3.2.2. The map $g: M(n, \mathbb{R}) \rightarrow \mathbb{R}, A \mapsto \operatorname{tr}\left(\sqrt{A^{T} A}\right)$ is differentiable if and only if $A$ is invertible.

Proof. Let $A$ be an invertible matrix. We will prove that the function $g$ is differentiable at $A$. Let $\mathscr{P}$ be the set of all positive definite matrices which is an open subset of the set of all symmetric matrices $\mathcal{S}$. We will prove that the map

$$
r: \mathscr{P} \rightarrow \mathscr{P}, A \mapsto \sqrt{A}
$$

is differentiable. Define a function

$$
s: \mathscr{P} \rightarrow \mathscr{P}, A \mapsto A^{2} .
$$

We will show that $s$ is a diffeomorphism and from the inverse function theorem $r$ will be differentiable. In order to show that $s$ is a diffeomorphism, we claim that for $A \in \mathscr{P}, d s_{A}: T_{A} \mathscr{P} \rightarrow T_{A^{2}} \mathscr{P}$ is injective. Note that $\mathscr{P}$ is an open subset of a vector space $\mathcal{S}$ and therefore, $T_{A} \mathscr{P} \cong \mathcal{S} \cong T_{A^{2}} \mathscr{P}$. So, take $B \in \mathcal{S}$ such that $d s_{A}(B)=0$. We will show that $B=0$. Recall that $d s_{A}(B)=A B+B A$. Now choose an orthonormal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \cdots, \mathbf{v}_{n}\right\}$ of eigenspace of $A$ and $A \mathbf{v}_{i}=\lambda_{i} \mathbf{v}_{i}\left(\lambda_{i}>0\right)$. Then,

$$
A\left(B \mathbf{v}_{i}\right)=-B A \mathbf{v}_{i}=-B \lambda_{i} \mathbf{v}_{i}=-\lambda i\left(B \mathbf{v}_{i}\right)
$$

which implies $B v_{i}$ is also an eigenvector of $A$ with eigenvalue $-\lambda_{i}<0$. Hence, $B v_{i}=0$ which implies $B=0$.
For the converse, we will show that if $A$ is a singular matrix, then the map $g$ is not directional differentiable. Let $A$ be a singular matrix. Using the singular value decomposition, we write

$$
A=U\left(\begin{array}{cc}
D & 0 \\
0 & 0_{k}
\end{array}\right) V^{T},
$$

where $D$ is a $(n-k) \times(n-k)$ diagonal matrix with positive entries. If

$$
B=U\left(\begin{array}{cc}
0_{n-k} & 0 \\
0 & I_{k}
\end{array}\right)
$$

then we claim that $g$ is not differentiable in the direction of $B$. Since

$$
\sqrt{(A+t B)^{T}(A+t B)}=V\left(\begin{array}{cc}
D & 0 \\
0 & I_{k}|t|
\end{array}\right) V^{T}
$$

the limit

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{g(A+t B)-g(A)}{t} & =\lim _{t \rightarrow 0} \frac{\operatorname{tr}\left(V\left(\begin{array}{cc}
D & 0 \\
0 & I_{k}|t|
\end{array}\right) V^{T}\right)-\operatorname{tr}\left(V\left(\begin{array}{cc}
D & 0 \\
0 & 0_{k}
\end{array}\right) V^{T}\right)}{t} \\
& =k \lim _{t \rightarrow 0} \frac{|t|}{t}
\end{aligned}
$$

does not exist and hence the function $g$ is not differentiable.

Proposition 3.2.1. If $A$ is an invertible matrix, then

$$
\begin{equation*}
d g_{A}(H)=\left\langle A\left(\sqrt{A^{T} A}\right)^{-1}, H\right\rangle \tag{3.4}
\end{equation*}
$$

where $H$ is a symmetric matrix of order $n$.

The following lemma along with chain rule will prove the above proposition.
Lemma 3.2.3. Let $A$ be a positive definite matrix and $\psi: A \mapsto \sqrt{A}$. Then

$$
d \psi_{A}(H)=\int_{0}^{\infty} e^{-t \sqrt{A}} H e^{-t \sqrt{A}} d t
$$

for any symmetric matrix $H$.
Proof. As $\psi(A) \cdot \psi(A)=A$, differentiating at $A$ we obtain

$$
\begin{equation*}
d \psi_{A}(H) \psi(A)+\psi(A) d \psi_{A}(H)=H \tag{3.5}
\end{equation*}
$$

We will show the following:
(i) For any positive definite matrix $X$ and for any symmetric matrix $Y$ the integral

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t X} Y e^{-t X} \mathrm{~d} t \tag{3.6}
\end{equation*}
$$

converges. We note that the eigenvalues of $e^{-t X}$ are $e^{-t \lambda_{j}}$, where $\lambda_{j}$ are the eigenvalues of $X$. Since $X$ is a positive definite matrix, each of the $\lambda_{j}$ is positive. Without loss of generality, we assume that $\lambda=\lambda_{1}$ is the smallest eigenvalue of $X$. Then we have

$$
e^{-t \lambda_{j}} \leq e^{-t \lambda} \Longrightarrow\left\|e^{-t X}\right\|=e^{-t \lambda}
$$

where $\|\cdot\|$ is the operator norm. Therefore, the operator norm of the integrand in (3.6) is bounded by $2 e^{-t \lambda}\|Y\|$, which is an integrable function. Hence, the integral given by (3.6) converges.
(ii) The matrix $d \psi_{A}(H)$ satisfies (3.5). Observe that

$$
\left(\int_{0}^{\infty} e^{-t \sqrt{A}} \cdot H \cdot e^{-t \sqrt{A}} \mathrm{~d} t\right) \sqrt{A}+\sqrt{A}\left(\int_{0}^{\infty} e^{-t \sqrt{A}} \cdot H \cdot e^{-t \sqrt{A}} \mathrm{~d} t\right)
$$

$$
\begin{aligned}
& =\int_{0}^{\infty}\left(e^{-t \sqrt{A}} \cdot H \cdot e^{-t \sqrt{A}} \sqrt{A}+\sqrt{A} e^{-t \sqrt{A}} \cdot H \cdot e^{-t \sqrt{A}}\right) \mathrm{d} t \\
& =\int_{0}^{\infty}-\left(e^{-t \sqrt{A}} H e^{-t \sqrt{A}}\right)^{\prime} \mathrm{d} t=H
\end{aligned}
$$

From (i), (ii) and the uniqueness of the derivative, the lemma is proved.

We now give a proof of Proposition 3.2.1.
Proof of Proposition 3.2.1. Note that using Lemma 3.2.3, for any symmetric matrix $H$ we have

$$
\begin{equation*}
d g_{A}(H)=\operatorname{tr}\left(\int_{0}^{\infty} e^{-t \sqrt{A^{T} A}}\left(A^{T} H+H^{T} A\right) e^{-t \sqrt{A^{T} A}} d t\right) \tag{3.7}
\end{equation*}
$$

Let us simplify the above expression to get the desired result.

$$
\begin{aligned}
d g_{A}(H)= & \int_{0}^{\infty}\left[\operatorname{tr}\left(e^{-2 t \sqrt{A^{T} A}} H^{T} A\right)+\operatorname{tr}\left(e^{-2 t \sqrt{A^{T} A}} A^{T} H\right)\right] d t \\
= & \operatorname{tr}\left(\int_{0}^{\infty} e^{-2 t \sqrt{A^{T} A}} H^{T} A d t\right)+\operatorname{tr}\left(\int_{0}^{\infty} e^{-2 t \sqrt{A^{T} A}} A^{T} H d t\right) \\
= & \operatorname{tr}\left(\left[\int_{0}^{\infty} e^{-2 t \sqrt{A^{T} A}} d t\right] H^{T} A\right)+\operatorname{tr}\left(\left[\int_{0}^{\infty} e^{-2 t \sqrt{A^{T} A}} d t\right] A^{T} H\right) \\
= & \operatorname{tr}\left(\left[-\frac{\left(\sqrt{A^{T} A}\right)^{-1}}{2} \int_{0}^{\infty} \frac{d}{d t} e^{-2 t \sqrt{A^{T} A}} d t\right] H^{T} A\right) \\
& +\operatorname{tr}\left(\left[-\frac{\left(\sqrt{A^{T} A}\right)^{-1}}{2} \int_{0}^{\infty} \frac{d}{d t} e^{-2 t \sqrt{A^{T} A}} d t\right] A^{T} H\right) \\
= & \operatorname{tr}\left(\frac{\left(\sqrt{A^{T} A}\right)^{-1}}{2} H^{T} A\right)+\operatorname{tr}\left(\frac{\left(\sqrt{A^{T} A}\right)^{-1}}{2} A^{T} H\right) \\
= & \frac{1}{2} \operatorname{tr}\left(\left(\sqrt{A^{T} A}\right)^{-1} A^{T} H\right)+\frac{1}{2} \operatorname{tr}\left(A^{T} H\left(\sqrt{A^{T} A}\right)^{-1}\right) \\
= & \operatorname{tr}\left(\left(\sqrt{A^{T} A}\right)^{-1} A^{T} H\right)=\left\langle A\left(\sqrt{A^{T} A}\right)^{-1}, H\right\rangle
\end{aligned}
$$

Thus,

$$
d g_{A}(H)=\left\langle A\left(\sqrt{A^{T} A}\right)^{-1}, H\right\rangle
$$

For any $A \in G L(n, \mathbb{R})$

$$
d f_{A}=2 A-2 A\left(\sqrt{A^{T} A}\right)^{-1}=-2 A\left({\sqrt{A^{T} A}}^{-1}-I\right)
$$

Hence, the negative gradient of the function $f$, restricted to $G L(n, \mathbb{R})$ is given by

$$
-\left.\nabla f\right|_{A}=2 A\left({\sqrt{A^{T} A}}^{-1}-I\right)
$$

The critical points are orthogonal matrices. If $\gamma(t)$ is an integral curve of $-\nabla f$ initialized at $A$, then $\gamma(0)=A$ and

$$
\begin{equation*}
\frac{d \gamma}{d t}=-2 \gamma(t)+2 \gamma(t)\left(\sqrt{\gamma(t)^{T} \gamma(t)}\right)^{-1}=-2 \gamma(t)+2\left(\gamma(t)^{T}\right)^{-1} \sqrt{\gamma(t)^{T} \gamma(t)} \tag{3.8}
\end{equation*}
$$

Take the test solution of (3.8) given by

$$
\begin{equation*}
\gamma(t)=A e^{-2 t}+\left(1-e^{-2 t}\right)\left(A^{T}\right)^{-1} \sqrt{A^{T} A}=A e^{-2 t}+\left(1-e^{-2 t}\right) A\left(\sqrt{A^{T} A}\right)^{-1} \tag{3.9}
\end{equation*}
$$

In order to show that $\gamma(t)$ satisfies (3.8), note that

$$
\begin{aligned}
& \gamma(t)^{T} \gamma(t)= {\left[A e^{-2 t}+\left(1-e^{-2 t}\right)\left(A^{T}\right)^{-1} \sqrt{A^{T} A}\right]^{T} } \\
& {\left[A e^{-2 t}+\left(1-e^{-2 t}\right)\left(A^{T}\right)^{-1} \sqrt{A^{T} A}\right] } \\
&= {\left[A^{T} e^{-2 t}+\left(1-e^{-2 t}\right) \sqrt{A^{T} A} A^{-1}\right] } \\
& \quad\left[A e^{-2 t}+\left(1-e^{-2 t}\right)\left(A^{T}\right)^{-1} \sqrt{A^{T} A}\right] \\
&= A^{T} A e^{-4 t}+2 e^{-2 t}\left(1-e^{-2 t}\right) \sqrt{A^{T} A} \\
& \quad+\left(1-e^{-2 t}\right)^{2}\left(\sqrt{A^{T} A} A^{-1}\left(A^{T}\right)^{-1} \sqrt{A^{T} A}\right) \\
&= A^{T} A e^{-4 t}+2 e^{-2 t}\left(1-e^{-2 t}\right) \sqrt{A^{T} A} \\
& \quad+\left(1-e^{-2 t}\right)^{2}\left(\sqrt{A^{T} A}\left(A^{T} A\right)^{-1} \sqrt{A^{T} A}\right) \\
&= A^{T} A e^{-4 t}+2 e^{-2 t}\left(1-e^{-2 t}\right) \sqrt{A^{T} A} \\
& \quad+\left(1-e^{-2 t}\right)^{2}\left(\sqrt{A^{T} A}\left(\sqrt{A^{T} A}\right)^{-1}\left(\sqrt{A^{T} A}\right)^{-1} \sqrt{A^{T} A}\right) \\
&= A^{T} A e^{-4 t}+2 e^{-2 t}\left(1-e^{-2 t}\right) \sqrt{A^{T} A}+\left(1-e^{-2 t}\right)^{2} I \\
&=\left(\sqrt{A^{T} A} e^{-2 t}+\left(1-e^{-2 t}\right) I\right)^{2} \cdot
\end{aligned}
$$

Thus,

$$
\gamma(t)^{T} \gamma(t)=\left(\sqrt{A^{T} A} e^{-2 t}+\left(1-e^{-2 t}\right) I\right)^{2}
$$

and hence

$$
\left(\sqrt{\gamma(t)^{T} \gamma(t)}\right)^{T}=\left(\sqrt{A^{T} A} A^{-1} \gamma(t)\right)^{T}=\gamma(t)^{T}\left(A^{T}\right)^{-1} \sqrt{A^{T} A}
$$

This implies that

$$
\sqrt{\gamma(t)^{T} \gamma(t)}=\sqrt{A^{T} A}\left(e^{-2 t} I+\left(\sqrt{A^{T} A}\right)^{-1}\left(1-e^{-2 t}\right)\right)
$$

$$
\begin{aligned}
\Longrightarrow \sqrt{\gamma(t)^{t} \gamma(t)} & =\sqrt{A^{T} A} A^{-1} \gamma(t) \\
\Longrightarrow\left(\sqrt{\gamma(t)^{T} \gamma(t)}\right)^{T} & =\left(\sqrt{A^{T} A} A^{-1} \gamma(t)\right)^{T}=\gamma(t)^{T}\left(A^{T}\right)^{-1} \sqrt{A^{T} A} \\
\Longrightarrow\left(\gamma(t)^{T}\right)^{-1} \sqrt{\gamma(t)^{T} \gamma} & =\left(A^{T}\right)^{-1} \sqrt{A^{T} A} .
\end{aligned}
$$

The right hand side of (3.8), with the test solution, can be simplified to

$$
-2 A e^{-2 t}+2 e^{-2 t}\left(A^{T}\right)^{-1} \sqrt{A^{T} A}
$$

which is the derivative of $\gamma$. Thus, $\gamma(t)$, as defined in (3.9), is the required flow line which deforms $G L(n, \mathbb{R})$ to $O(n, \mathbb{R})$. In particular, $G L^{+}(n, \mathbb{R})$ deforms to $S O(n, \mathbb{R})$ and other component of $G L(n, \mathbb{R})$ deforms to $O(n, \mathbb{R}) \backslash S O(n, \mathbb{R})$. We note, however, that this deformation takes infinite time to perform the retraction.

Remark 3.2.1. A modified curve

$$
\begin{equation*}
\eta(t)=A(1-t)+t A\left(\sqrt{A^{T} A}\right)^{-1} \tag{3.10}
\end{equation*}
$$

with the same image as $\gamma$, defines an actual deformation retraction of $G L(n, \mathbb{R})$ to $O(n, \mathbb{R})$. Apart from its origin via the distance function, this is a geometric deformation in the following sense. Given $A \in G L(n, \mathbb{R})$, consider its columns as an ordered basis. This deformation deforms the ordered basis according to the length of the basis vectors and mutual angles between pairs of basis vectors in a geometrically uniform manner. This is in sharp contrast with Gram-Schmidt orthogonalization, also a deformation of $G L(n, \mathbb{R})$ to $O(n, \mathbb{R})$, which is asymmetric as it never changes the direction of the first column, the modified second column only depends on the first two columns and so on.

We now show that $f$ is Morse-Bott. The tangent space $T_{I} O(n, \mathbb{R})$ consists of skew-symmetric matrices while the normal vectors at $I_{n}$ are the symmetric matrices. As left translation by an orthogonal matrix is an isometry of $M(n, \mathbb{R})$, normal vectors at $A \in O(n, \mathbb{R})$ are of the form $A W$ for symmetric matrices $W$. Since

$$
d f_{A}(H)=2\langle A, H\rangle-2\left\langle A\left(\sqrt{A^{T} A}\right)^{-1}, H\right\rangle
$$

the relevant Hessian is

$$
\operatorname{Hess}(f)_{A}\left(H, H^{\prime}\right)=\lim _{t \rightarrow 0} \frac{d f_{A+t H^{\prime}}(H)-d f_{A}(H)}{t}
$$

with $H=A W, H^{\prime}=A W^{\prime}$ and symmetric matrices $W, W^{\prime}$. Solving the Hessian expression, we have

$$
\begin{gathered}
\operatorname{Hess}(f)_{A}\left(H, H^{\prime}\right)=\lim _{t \rightarrow 0}\left(\frac{2\left\langle A+t H^{\prime}, H\right\rangle-2\left\langle\left(A+t H^{\prime}\right) \sqrt{\left(A+t H^{\prime}\right)\left(A+t H^{\prime}\right)^{T}}-1\right.}{t}, H\right\rangle \\
t
\end{gathered}
$$

$$
\begin{aligned}
& =\lim _{t \rightarrow 0}\left(\frac{2\langle A, H\rangle+2 t\left\langle H^{\prime}, H\right\rangle-2\left\langle A{\sqrt{\left(A+t H^{\prime}\right)^{T}\left(A+t H^{\prime}\right)}}^{-1}, H\right\rangle}{t}\right. \\
& \left.-\frac{2 t\left\langle H^{\prime}{\sqrt{\left(A+t H^{\prime}\right)^{T}\left(A+t H^{\prime}\right)}}^{-1}, H\right\rangle+2\langle A, H\rangle-2\left\langle A{\sqrt{A^{T} A}}^{-1}, H\right\rangle}{t}\right) \\
& =\lim _{t \rightarrow 0}\left(\frac{2 t\left\langle H^{\prime}, H\right\rangle-2 t\left\langle H^{\prime}{\sqrt{\left(A+t H^{\prime}\right)^{T}\left(A+t H^{\prime}\right)}}^{-1}, H\right\rangle}{t}\right. \\
& \left.\left.\frac{-2\left\langle A \sqrt{\left(A+t H^{\prime}\right)^{T}\left(A+t H^{\prime}\right)}\right.}{}{ }^{-1}, H\right\rangle+2\left\langle A{\sqrt{A^{T} A}}^{-1}, H\right\rangle\right)
\end{aligned}
$$

$$
\begin{aligned}
& -2 \lim _{t \rightarrow 0}\left(\frac{\left\langle A \sqrt{\left(A+t H^{\prime}\right)^{T}\left(A+t H^{\prime}\right)^{-1}}, H\right\rangle-\left\langle A{\sqrt{A^{T} A}}^{-1}, H\right\rangle}{t}\right) \\
& =2\left\langle H^{\prime}, H\right\rangle-2\left\langle H^{\prime} \sqrt{A^{T} A}, H\right\rangle-2\left\langle A\left(D g^{-1}\right)_{A}\left(H^{\prime}\right), H\right\rangle \\
& =-2\left\langle A \cdot \frac{A^{T} H^{\prime}+H^{\prime T} A}{2}, H\right\rangle=\left\langle H^{\prime}, H\right\rangle+\left\langle A H^{\prime T} A, H\right\rangle \\
& =\left\langle H^{\prime}, H\right\rangle+\left\langle A\left(A W^{\prime}\right)^{T} A, A W\right\rangle=\left\langle H^{\prime}, H\right\rangle+\left\langle A W^{T}, A W\right\rangle \\
& =\operatorname{tr}\left(H^{\prime T} H\right)+\operatorname{tr}\left(W^{\prime T} W\right)=\operatorname{tr}\left(H^{\prime T} H\right)+\operatorname{tr}\left(H^{\prime T} H\right)=2 \operatorname{tr}\left(H^{\prime T} H\right) .
\end{aligned}
$$

Thus, the Hessian is,

$$
\operatorname{Hess}(f)_{A}\left(H, H^{\prime}\right)=2 \operatorname{tr}\left(H^{T} H^{\prime}\right)=2\left\langle H, H^{\prime}\right\rangle
$$

Therefore, the Hessian matrix restricted to $\left(T_{A} O(n, \mathbb{R})\right)^{\perp}$ is $2 I_{\frac{n(n+1)}{2}}$. This is a recurring feature of distance squared functions associated to embedded submanifolds (see Proposition 4.1.1).

There is a relationship between the local homology of cut loci and the reduced Čech cohomology of the link of a point in the cut locus. This is due to Hebda [Hebda, 1983, Theorem 1.4 and the remark following it].

Definition 3.2.1. Let $N$ be an embedded submanifold of a complete smooth Riemannian manifold $M$. For each $q \in \mathrm{Cu}(N)$, consider the set $\Lambda(q, N)$ of unit tangent vectors at $q$ so that the associated geodesics realize the distance between $q$ and $N$. This set is called the link of $q$ with respect to $N$.

The set of points in $N$ obtained by the end points of the geodesics asso-
ciated to $\Lambda(q, N)$ will be called the equidistant set, denoted by $\operatorname{Eq}(q, N)$, of $q$ with respect to $N$.

Since the equidistant set $\operatorname{Eq}(q, N)$, consisting of points which realize the distance $d(q, N)$, is obtained by exponentiating the points in $\Lambda(q, N)$, there is a natural surjection map from $\Lambda(q, N)$ to $\operatorname{Eq}(q, N)$.

Theorem 3.2.1 (Hebda 1983). Let $N$ be a properly embedded submanifold of a complete Riemannian manifold $M$ of dimension $n$. If $q \in \mathrm{Cu}(N)$ and $v$ is an element of $\Lambda:=\Lambda(q, N)$, then for any abelian group $G$ there is an isomorphism

$$
\begin{equation*}
\check{H}^{i}(\Lambda, v ; G) \cong H_{n-1-i}(\mathrm{Cu}(N), \mathrm{Cu}(N)-q ; G) . \tag{3.11}
\end{equation*}
$$

We are interested in computing $\Lambda(A, O(n, \mathbb{R}))$ for singular matrices $A$. Note that geodesics in $M(n, \mathbb{R})$, initialized at $A$, are straight lines and any two such geodesics can never meet other than at $A$. Therefore, there is a natural identification between the link and the equidistant set of $A$.

Lemma 3.2.4. [Basu and Prasad, 2021, Lemma 2.15] If $A \in M(n, \mathbb{R})$ is singular of rank $k$, then $\operatorname{Eq}(A, O(n, \mathbb{R}))$ is homeomorphic to $O(n-k, \mathbb{R})$.

Proof. Using the singular value decomposition, we write $A=U D V^{T}$, where $U, V \in O(n, \mathbb{R})$ and $D$ is a diagonal matrix with entries the eigenvalues of $\sqrt{A^{T} A}$. If we specify that the diagonal entries of $D$ are arranged in decreasing order, then $D$ is unique. Moreover, as $A$ has rank $k<n$, the first $k$ diagonal entries of $D$ are positive while the last $n-k$ diagonal entries are zero. In order to find the matrices in $O(n, \mathbb{R})$ which realize the distance $d(A, O(n, \mathbb{R}))$, by (3.2), it suffices to find $B \in O(n, \mathbb{R})$ such that

$$
\sup _{B \in O(n, \mathbb{R})} \operatorname{tr}\left(A^{T} B\right)=\sup _{B \in O(n, \mathbb{R})} \operatorname{tr}\left(V D U^{T} B\right)=\sup _{B \in O(n, \mathbb{R})} \operatorname{tr}\left(D U^{T} B V\right)
$$

is maximized. However, $U^{T} B V \in O(n, \mathbb{R})$ has orthonormal rows and the specific form of $D$ implies that the maximum is attained if and only if $U^{T} B V$ has $e_{1}, \ldots, e_{k}$ as the first $k$ rows, in order. Therefore, $U^{T} B V$ is a block orthogonal matrix, with blocks of $I_{k}$ and $C \in O(n-k, \mathbb{R})$, i.e., $B \in U\left(I_{k} \times O(n-k, \mathbb{R})\right) V^{T}$.

Corollary 3.2.1. Let Sing denote the space of singular matrices in $M(n, \mathbb{R})$. If $A \in \operatorname{Sing}$ is of rank $k<n$, then for any abelian group $G$ there is an isomorphism

$$
\begin{equation*}
H_{n^{2}-1-i}(\text { Sing, Sing }-A ; G) \cong \widetilde{H}^{i}(O(n-k, \mathbb{R}) ; G) \tag{3.12}
\end{equation*}
$$

Proof. It follows from Lemma 3.2.4 that $\Lambda(A, O(n, \mathbb{R})) \cong O(n-k, \mathbb{R})$ if $A$ has rank $k$. Since $O(n-k, \mathbb{R})$ is a manifold, Čech and singular cohomology groups are isomorphic. The space Sing is a star-convex set, whence all homotopy and homology groups are that of a point. Applying (3.11) in our case, we obtain an isomorphism

$$
H_{n^{2}-1-i}(\text { Sing }, \text { Sing }-A) \cong \widetilde{H}^{i}(O(n-k, \mathbb{R}))
$$

between reduced cohomology and local homology groups. In particular, the local homology of the cut locus at $A$ detects the rank of $A$.

Remark 3.2.2. Note that for a smooth manifold, the relative homology group $H_{k}(M, M-p)$ does not depend on the point $p$; it is in fact isomorphic to $H_{k}\left(\mathbb{R}^{m}, \mathbb{R}^{m}-\mathbf{0}\right)$, where $m$ is the dimension of $M$. However, the above result shows that $H_{n^{2}-1-i}(\operatorname{Sing}, \operatorname{Sing}-A ; G)$ does depend on $A$ (it depends on the rank of $A$ ). This is happening because Sing is not a smooth manifold. It is the zero set of the determinant map det : $M(n, \mathbb{R}) \rightarrow \mathbb{R}$.

For a computation for $\tilde{H}^{i}(O(n-k, \mathbb{R}) ; \mathbb{Z})$, we refer the reader to [Hatcher, 2002, §3.D].

Similar computations hold for $U(n, \mathbb{C})$ and singular $n \times n$ complex matrices.
Theorem 3.2.2. Let $M(n, \mathbb{C})$ denotes the set of all $n \times n$ complex matrices and $U(n)$ denotes the set of all $n \times n$ unitary matrices. Then we have
(i) $\mathrm{Cu}(U(n))=$ Sing $=$ set of all singular matrices in $M(n, \mathbb{C})$
(ii) If $A \in M(n, \mathbb{C})$ is singular of $\operatorname{rank} k<n$, then $\operatorname{Eq}(A, U(n))$ is homeomorphic to $U(n-k)$.
(iii) If $A \in M(n, \mathbb{C})$ is singular of rank $k<n$, then for any abelian group $G$ there is an isomorphism

$$
H_{n^{2}-1-i}(\text { Sing }, \text { Sing }-A ; G) \cong \widetilde{H}^{i}(U(n-k) ; G)
$$

We end this chapter by mentioning some properties of the cut locus and separating set with the help of the listed examples. In the next chapter, we will prove these results.
(P1) For a submanifold $N$, the cut locus is the closure of the separating set.
(P2) The distance squared function $d^{2}(N, \cdot)$ from a submanifold $N$ is not differentiable on the separating set $\operatorname{Se}(N)$.
(P3) The distance squared function from $N$ is a Morse-Bott function with $N$ as its critical submanifold.
(P4) The complement of $\mathrm{Cu}(N)$ deformation retracts to $N$. Also, the complement of $N$ deforms to the cut locus of $N$.

## Geometric and topological nature of cut locus
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The objective of this chapter is to analyze the geometric and topological properties of cut locus of submanifolds. In particular, we will study relations between the distance squared function from a submanifold, the cut locus of submanifold and Thom space of the normal bundle of the submanifold. We will also prove that the distance squared function is a Morse-Bott function. Results in this chapter are based on joint work with Basu [Basu and Prasad, 2021].

A result due to Wolter [Wolter, 1979, Lemma 1] may be generalized to prove (Lemma 4.1.1) that the distance squared function from a submanifold is not differentiable on the separating set. This result may be well known to experts, but we provide a proof, following Wolter, which is elementary.

### 4.1 Regularity of distance squared function

Recall Definition 2.1.2, where we have defined the $\Delta$ map. The following proposition describes $\Delta$ in terms of the distance function on the Riemannian manifold $M$ from the submanifold $N$.

Proposition 4.1.1. Let $U$ be a neighbourhood of $N$ such that each point in $U$
admits a unique unit speed $N$-geodesic. If $p \in U$, then

$$
\Delta(p)=\operatorname{dist}(N, p)
$$

Proof. Since the expression of $\Delta$ is independent of the choice of the Fermi coordinates, we will make a special choice of the Fermi coordinates $\left(x_{1}, \cdots, x_{n}\right)$. For $p \in U$, choose the unique unit speed $N$-geodesic $\gamma$ joining $p$ to $N$. This geodesic meets $N$ orthogonally at $\gamma(0)=p^{\prime}$. Choose $t_{0}$ such that $\gamma\left(t_{0}\right)=p$. According to


Figure 4.1: Distance via Fermi coordinates
Lemma 2.1.2, there is a system of Fermi coordinates $\left(x_{1}, \cdots, x_{n}\right)$ centered at $p^{\prime}$ such that $x_{i}(\gamma(t))=t \delta_{i(k+1)}$. The sequence of equalities

$$
\Delta(p)=x_{k+1}\left(\gamma\left(t_{0}\right)\right)=t_{0}=\operatorname{dist}(p, N)
$$

complete the proof.

Corollary 4.1.1. Consider the distance squared function with respect to a submanifold $N$ in $M$. The Hessian of the distance squared function at the critical submanifold $N$ is non-degenerate in the normal direction.

Towards the regularity of distance squared function, the following observation will be useful. It is a routine generalization of [Wolter, 1979, Lemma 1].

Lemma 4.1.1. [Basu and Prasad, 2021, Lemma 3.7] Let $M$ be a connected, complete Riemannian manifold and $N$ be an embedded submanifold of $M$. Suppose two $N$-geodesics exist joining $N$ to $q \in M$. Then $d^{2}(N, \cdot): M \rightarrow \mathbb{R}$ has no directional derivative at $q$ for vectors in direction of those two $N$ geodesics.

Proof. Let us assume that all the geodesics are arc-length parametrized. Let $\gamma_{i}$ : $[0, \hat{t}] \rightarrow M, \quad i=1,2$, be two distinct geodesics with $\gamma_{1}(0), \gamma_{2}(0) \in N$ and $\gamma_{1}(l)=$ $q=\gamma_{2}(l)$, where $l=d(N, q)$ and $0<l<\hat{t}$. Suppose that the two geodesics start at $p_{1}$ and $p_{2}$ and so $d\left(p_{1}, q\right)=l=d\left(p_{2}, q\right)$. Note that the directional derivative of $d^{2}$ at $q$ in the direction of $\gamma_{i}^{\prime}(q)$ from the left is given by

$$
\left(d^{2}\right)_{-}^{\prime}(q):=\lim _{\varepsilon \rightarrow 0^{+}} \frac{\left(d\left(N, \gamma_{i}(l)\right)\right)^{2}-\left(d\left(N, \gamma_{i}(l-\varepsilon)\right)\right)^{2}}{\varepsilon}
$$

$$
\begin{aligned}
& =\lim _{\varepsilon \rightarrow 0} \frac{\left(d\left(p_{i}, \gamma_{i}(l)\right)\right)^{2}-\left(d\left(p_{i}, \gamma_{i}(l-\varepsilon)\right)\right)^{2}}{\varepsilon} \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \frac{l^{2}-(l-\varepsilon)^{2}}{\varepsilon} \\
& =\lim _{\varepsilon \rightarrow 0} \frac{l^{2}-l^{2}+2 l \varepsilon-\varepsilon^{2}}{\varepsilon} \\
& =\lim _{\varepsilon \rightarrow 0} \frac{2 l \varepsilon-\varepsilon^{2}}{\varepsilon} \\
& =2 l .
\end{aligned}
$$

Next, we claim that the derivative of the same function from the right is strictly bounded above by $2 l$. Let $\omega \in(0, \pi]$ be the angle between the two geodesics $\gamma_{1}$ and $\gamma_{2}$ at $q$. Define the function,

$$
u(\tau):=d\left(N, \gamma_{1}(l-\varepsilon)\right)+d\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(\tau+l)\right)
$$

By triangle inequality, we observe that


Figure 4.2: When two N -geodesics meet

$$
f(\tau):=(u(\tau))^{2} \geq d^{2}\left(p_{1}, \gamma_{2}(\tau+l)\right) \geq d^{2}\left(N, \gamma_{2}(\tau+l)\right),
$$

and equality holds at $\tau=0$ and $(u(0))^{2}=d^{2}(N, q)=l^{2}$. Thus, in order to prove the claim, it suffices to show that the derivative of $f$ from right, at $\tau=0$, is bounded below by $2 l$. We need to invoke a version of the cosine law for small geodesic triangles. Although this may be well-known to experts, we will use the version that appears in [Sharafutdinov, 2007] (also see [Daniilidis et al., 2018, Lemma 2.4] for a detailed proof). In our case, this means that

$$
d^{2}\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(\tau+l)\right)=\varepsilon^{2}+\tau^{2}+2 \varepsilon \tau \cos \omega+K(\tau) \varepsilon^{2} \tau^{2}
$$

where $|K(\tau)|$ is bounded, and the side lengths are sufficiently small. Note that we are considering geodesic triangles with two vertices constant and the varying vertex being $\gamma_{2}(l+\tau)$. It follows from taking a square root and then expanding in powers of $\tau$ that

$$
d\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(\tau+l)\right)=\sqrt{\varepsilon^{2}+\tau^{2}+2 \varepsilon \tau \cos \omega}\left(1+O\left(\tau^{2}\right)\right)
$$

It follows that

$$
u(\tau)=l-\varepsilon+\sqrt{\varepsilon^{2}+\tau^{2}+2 \varepsilon \tau \cos \omega}\left(1+O\left(\tau^{2}\right)\right)
$$

Therefore, $u_{+}^{\prime}(0)=\cos \omega=d_{+}^{\prime}\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(l)\right)$. Observe that

$$
\begin{aligned}
\left.f_{+}^{\prime}(\tau)\right|_{\tau=0}= & 2 d\left(N, \gamma_{1}(l-\varepsilon)\right) d_{+}^{\prime}\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(l)\right) \\
& \quad+2 d\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(l)\right) d_{+}^{\prime}\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(l)\right) \\
= & 2 d\left(N, \gamma_{1}(l-\varepsilon)\right) \cos \omega+2 d\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(l)\right) \cos \omega \\
= & \left.2 \cos \omega\left[d\left(N, \gamma_{1}(l-\varepsilon)\right)+d\left(\gamma_{1}(l-\varepsilon), \gamma_{2}(l)\right)\right)\right] \\
= & \left.2 \cos \omega\left[d\left(N, \gamma_{1}(l-\varepsilon)\right)+d\left(\gamma_{1}(l-\varepsilon), \gamma_{1}(l)\right)\right)\right] \\
= & 2 d\left(N, \gamma_{1}(l)\right) \cos \omega<2 l .
\end{aligned}
$$

Thus, we have proved the claim and subsequently the result.
The above lemma shows that $d^{2}$ is smooth away from the cut locus. The following example suggests that $d^{2}$ can be differentiable at points in $\mathrm{Cu}(N)-\mathrm{Se}(N)$ (see Definition 3.1.3) but not twice differentiable.

Example 4.1.1 (Cut locus of an ellipse). We discuss the regularity of the distance squared function from an ellipse $x^{2} / a^{2}+y^{2} / b^{2}=1$ (with $a>b>0$ ) in $\mathbb{R}^{2}$. For a discussion of the cut locus for ellipses inside $\mathbb{S}^{2}$ and ellipsoids, see [Hebda, 1995, pages 90-91]. Let ( $x_{0}, y_{0}$ ) be a point inside the ellipse lying in the first quadrant. The point closest to $\left(x_{0}, y_{0}\right)$ and lying on the ellipse is given by

$$
x=\frac{a^{2} x_{0}}{t+a^{2}}, y=\frac{b^{2} y_{0}}{t+b^{2}},
$$

where $t$ is the unique root of the quartic

$$
\left(\frac{a x_{0}}{t+a^{2}}\right)^{2}+\left(\frac{b y_{0}}{t+b^{2}}\right)^{2}=1
$$

in the interval $\left(-b^{2}, \infty\right)$. Given $(\alpha, \beta)$ with $\beta>0$, we set $P_{\varepsilon}(\alpha, \beta)=\left(\frac{a^{2}-b^{2}}{a}+\varepsilon \alpha, \varepsilon \beta\right)$; this defines a straight line passing through $P_{0}(\alpha, \beta)$ in the direction of $(\alpha, \beta)$. For $\varepsilon>0, P_{\varepsilon}(\alpha, \beta)$ lies in the first quadrant and we denote by $t=t(\varepsilon)$ be the unique relevant root of the quartic

$$
\left(\frac{a\left(\frac{a^{2}-b^{2}}{a}+\varepsilon \alpha\right)}{t+a^{2}}\right)^{2}+\left(\frac{b \varepsilon \beta}{t+b^{2}}\right)^{2}=1 .
$$

Simplifying this after dividing by $\varepsilon$ and taking a limit $\varepsilon \rightarrow 0^{+}$, we obtain

$$
\frac{2 a \alpha}{a^{2}-b^{2}}=\lim _{\varepsilon \rightarrow 0^{+}}\left(\left(\frac{2}{a^{2}-b^{2}}\right) \frac{t+b^{2}}{\varepsilon}-b^{2} \beta^{2} \frac{\varepsilon}{\left(t+b^{2}\right)^{2}}\right) .
$$

On the other hand, the point $Q_{\varepsilon}(\alpha, \beta)$ on the ellipse closest to $P_{\varepsilon}(\alpha, \beta)$ is given by

$$
x_{\varepsilon}=\frac{a^{2}\left(\frac{a^{2}-b^{2}}{a}+\varepsilon \alpha\right)}{t+a^{2}}, y_{\varepsilon}=\frac{b^{2} \varepsilon \beta}{t+b^{2}} .
$$

It follows that

$$
\begin{equation*}
d_{\varepsilon}^{2}(\alpha, \beta):=d^{2}\left(P_{\varepsilon}, Q_{\varepsilon}\right)=\frac{t^{2}}{a^{2}}\left(\frac{a^{2}-b^{2}+a \varepsilon \alpha}{t+a^{2}}\right)^{2}+\frac{t^{2}}{b^{2}}\left(\frac{b \varepsilon \beta}{t+b^{2}}\right)^{2} \tag{4.1}
\end{equation*}
$$



Figure 4.3: Cut locus of an ellipse

Using $t(0)=-b^{2}$ and simplifications lead us to the following

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{d_{\varepsilon}^{2}-d_{0}^{2}}{\varepsilon} & =\frac{2 a b^{4} \alpha}{a^{2}\left(a^{2}-b^{2}\right)}-\lim _{\varepsilon \rightarrow 0^{+}}\left(\frac{\left(t+b^{2}\right)\left(a^{2} b^{2}-a^{2} t+2 b^{2} t\right)}{\varepsilon\left(t+a^{2}\right)^{2}}-\beta^{2} \frac{t^{2} \varepsilon}{\left(t+b^{2}\right)^{2}}\right) \\
& =\frac{2 a b^{4} \alpha}{a^{2}\left(a^{2}-b^{2}\right)}-\frac{2 b^{2}}{a^{2}-b^{2}} \lim _{\varepsilon \rightarrow 0} \frac{t+b^{2}}{\varepsilon}+\beta^{2} b^{4} \lim _{\varepsilon \rightarrow 0} \frac{\varepsilon}{\left(t+b^{2}\right)^{2}} \\
& =\frac{2 a b^{4} \alpha}{a^{2}\left(a^{2}-b^{2}\right)}-\frac{2 a b^{2} \alpha}{a^{2}-b^{2}}=-\frac{2 b^{2} \alpha}{a}
\end{aligned}
$$

On the other hand, for $\varepsilon<0$, the point $P_{\varepsilon}(\alpha, \beta)$ lies in the fourth quadrant. By symmetry, the distance between $P_{\varepsilon}(\alpha, \beta)$ and $Q_{\varepsilon}(\alpha, \beta)$ is the same as that between $P_{-\varepsilon}(-\alpha, \beta)$ and $Q_{-\varepsilon}(-\alpha, \beta)$. However, it is seen that

$$
d^{2}\left(P_{-\varepsilon}(-\alpha, \beta), Q_{-\varepsilon}(-\alpha, \beta)\right)=d_{-\varepsilon}^{2}(-\alpha, \beta)
$$

as defined in (4.1). Therefore,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0^{-}} \frac{d^{2}\left(P_{\varepsilon}(\alpha, \beta), Q_{\varepsilon}(\alpha, \beta)\right)-d^{2}\left(P_{0}(\alpha, \beta), Q_{0}(\alpha, \beta)\right)}{\varepsilon} & =\lim _{\varepsilon \rightarrow 0^{-}} \frac{d_{-\varepsilon}^{2}(-\alpha, \beta)-d_{0}^{2}(-\alpha, \beta)}{\varepsilon} \\
& =-\lim _{-\varepsilon \rightarrow 0^{+}} \frac{d_{-\varepsilon}^{2}(-\alpha, \beta)-d_{0}^{2}(-\alpha, \beta)}{-\varepsilon} \\
& =-\frac{2 b^{2} \alpha}{a},
\end{aligned}
$$

where the last equality follows from the right hand derivative of $d^{2}$, as computed previously.

When $\beta=0$ we would like to compute $d_{\varepsilon}^{2}(\alpha, 0)$. If $\varepsilon>0$, then

$$
\begin{equation*}
d_{\varepsilon}^{2}(\alpha, 0)=\left(b^{2} / a-\varepsilon \alpha\right)^{2}=\frac{b^{4}}{a^{2}}-\frac{2 b^{2} \alpha \varepsilon}{a}+\alpha^{2} \varepsilon^{2} . \tag{4.2}
\end{equation*}
$$

On the other hand, if $\varepsilon<0$ is sufficiently small, then there are two points on the ellipse closest to $P_{\varepsilon}(\alpha, 0)=\left(\frac{a^{2}-b^{2}}{a}+\varepsilon \alpha, 0\right)$, with exactly one on the first quadrant, say $Q_{\varepsilon}$. Since the segment $P_{\varepsilon} Q_{\varepsilon}$ must be orthogonal to the tangent to the ellipse at $Q_{\varepsilon}$, we obtain the coordinates for $Q_{\varepsilon}$ :

$$
x_{\varepsilon}=\frac{a^{2}\left(\frac{a^{2}-b^{2}}{a}+\varepsilon \alpha\right)}{a^{2}-b^{2}}, y_{\varepsilon}^{2}=b^{2}\left(1-\frac{x_{\varepsilon}^{2}}{a^{2}}\right), y_{\varepsilon}>0
$$

We may compute the distance

$$
\begin{equation*}
d_{\varepsilon}^{2}(\alpha, 0):=\left(d\left(P_{\varepsilon}, Q_{\varepsilon}\right)\right)^{2}=\frac{b^{4}}{a^{2}}-\frac{2 b^{2} \alpha \varepsilon}{a}-\frac{b^{2} \alpha^{2} \varepsilon^{2}}{a^{2}-b^{2}} \tag{4.3}
\end{equation*}
$$

where $\varepsilon<0$. Combining (4.2) and (4.3) we conclude that $d^{2}$ is differentiable at $P_{0}=\left(\frac{a^{2}-b^{2}}{a}, 0\right)$, a point in $\mathrm{Cu}(N)$ but not in $\operatorname{Se}(N)$. However, comparing the quadratic part of $d^{2}$ in (4.2),(4.3) we conclude that $d^{2}$ is not twice differentiable at $P_{0}$.

### 4.2 Characterizations of $\mathrm{Cu}(N)$

Let $(M, g)$ be a complete Riemannian manifold with distance function $d$. The exponential map at $p \in M$

$$
\exp _{p}: T_{p} M \rightarrow M
$$

is defined on the tangent space of $M$. Moreover, there exists minimal geodesic joining any two points in $M$. However, not all geodesics are distance realizing. Given $v \in T_{p} M$ with $\|v\|=1$, let $\gamma_{v}$ be the geodesic initialized at $p$ with velocity $v$. Let $S(T M)$ denote the unit tangent bundle and let $[0, \infty]$ be the one point compactification of $[0, \infty)$. Define

$$
s: S(T M) \rightarrow[0, \infty], s(v):=\sup \left\{t \in[0, \infty)\left|\gamma_{v}\right|[0, t] \text { is minimal }\right\}
$$

Definition 4.2.1 (Cut Locus). Let $M$ be a complete, connected Riemannian manifold. If $s(v)<\infty$ for some $v \in S\left(T_{p} M\right)$, then $\exp _{p}(s(v) v)$ is called a cut point. The collection of cut points is defined to be the cut locus of $p$.

As geodesics are locally distance realizing, $s(v)>0$ for any $v \in S(T M)$. The following result [Sakai, 1996, Proposition 4.1] will be important for the underlying ideas in its proof.

Proposition 4.2.1. The map $s: S(T M) \rightarrow[0, \infty], u \mapsto s(u)$ is continuous.

The proof relies on a characterization of $s(v)$ provided $s(v)<\infty$, (Theorem 2.3.1). A positive real number $T$ is $s(v)$ if and only if $\gamma_{v}:[0, T]$ is minimal and at least one of the following holds:
(i) $\gamma_{v}(T)$ is the first conjugate point of $p$ along $\gamma_{v}$,
(ii) there exists $u \in S\left(T_{p} M\right), u \neq v$ such that $\gamma_{u}(T)=\gamma_{v}(T)$.

Remark 4.2.1. If $M$ is compact, then it has bounded diameter, which implies that $s(v)<\infty$ for any $v \in S(T M)$. The converse is also true: if $M$ is complete and connected with $s(v)<\infty$ for any $v \in S(T M)$, then $M$ has bounded diameter, whence it is compact.

### 4.2.1 Characterization in terms of focal points

We shall be concerned with closed Riemannian manifolds in what follows. Let $N$ be an embedded submanifold inside a closed, i.e., compact without boundary, manifold $M$. Let $\nu$ denote the normal bundle of $N$ in $M$ with $D(\nu)$ denoting the unit disk bundle. In the context of $S(\nu)$, the unit normal bundle and the cut locus of $N$, distance minimal geodesics or $N$-geodesics are relevant (see Definitions 3.1.1 and 3.1.2). We want to consider

$$
\begin{equation*}
\rho: S(\nu) \rightarrow[0, \infty), \rho(v):=\sup \left\{t \in[0, \infty)\left|\gamma_{v}\right|_{[0, t]} \text { is an } N \text {-geodesic }\right\} . \tag{4.4}
\end{equation*}
$$

Notice that $0<\rho(v) \leq s(v)$ for any $v \in S(\nu)$. In the special case when $N=\{p\}, \rho$ is simply the restriction of $s$ to $T_{p} M$. The continuity of $\rho$ requires a result similar to Theorem 2.3.1, which requires the definition of focal points.

Definition 4.2.2 (Focal point). Let $p \in N$ and $(p, v) \in S(\nu)$. We say that $v$ is a tangent focal point of $N$ if $d\left(\exp _{\nu}\right)_{v}$ is not of full rank. If $\gamma$ is a geodesic from 0 to $v$ in $\nu_{p}$, then $\exp _{\nu}(v)$ is called a focal point of $N$ along $\exp _{\nu}(\gamma)$.

$\downarrow \exp _{\nu}$


Figure 4.4: Focal points

The nullity of $d \exp _{\nu}$ at $v$ is called the multiplicity of a focal point. If it is one, we say it the first focal point. Analogous to Theorem 2.3.1, we have the following result.

Theorem 4.2.1. Let $u \in S_{p}(\nu)$. A positive real number $T$ is $\rho(u)$ if and only if $\gamma_{u}:[0, T]$ is an $N$-geodesic and at least one of the following holds:
(i) $\gamma_{u}(T)$ is the first focal point of $N$ along $\gamma_{u}$,
(ii) there exists $v \in S(\nu)$ with $v \neq u$ such that $\gamma_{v}(T)=\gamma_{u}(T)$.

In order to prove the above theorem, we need the following observations.
Observation A [Sakai, 1996, Lemma 2.11, page 96] Let $N$ be a submanifold of a Riemannian manifold $M$ and $\gamma:\left[t_{0}, \infty\right) \rightarrow M$ a geodesic emanating perpendicularly from $N$. If $\gamma\left(t_{1}\right)$ is the first focal point of $N$ along $\gamma$, then for $t>t_{1},\left.\gamma\right|_{\left[t_{0}, t_{1}\right]}$ cannot be an $N$-geodesic, i.e., $L\left(\left.\gamma\right|_{\left[t_{0}, t\right]}\right)>d(N, \gamma(t))$.
Recall that a sequence $\left\{\gamma_{n}\right\}$ of geodesics, defined on closed intervals, is said to converge to a geodesic $\gamma$ if $\gamma_{n}(0) \rightarrow \gamma(0)$ and $\gamma_{n}^{\prime}(0) \rightarrow \gamma^{\prime}(0)$. It follows from the continuity of the exponential map that if $t_{n} \rightarrow t$, then $\gamma_{n}\left(t_{n}\right) \rightarrow \gamma(t)$.
Observation B Let $\gamma_{n}$ be a sequence of unit speed $N$-geodesics joining $p_{n}=\gamma_{n}(0)$ to $q_{n}=\gamma_{n}\left(t_{n}\right)$. If $\gamma_{n}$ converges to a geodesic $\gamma$ and $t_{n} \rightarrow l$, then $\gamma$ is a unit speed $N$-geodesic joining $p=\lim _{n} p_{n}$ to $q:=\gamma(l)=\lim _{n} \gamma_{n}\left(t_{n}\right)$.
Proof. The unit normal bundle $S(\nu)$ is closed. Since $\gamma_{n}^{\prime}(0) \rightarrow \gamma^{\prime}(0)$, it follows that $\gamma^{\prime}(0) \in S(\nu)$. Note that

$$
d(N, q)=\lim _{n \rightarrow \infty} d\left(N, q_{n}\right)=\lim _{n \rightarrow \infty} d\left(p_{n}, q_{n}\right)=\lim _{n \rightarrow \infty} t_{n}=l=L\left(\left.\gamma\right|_{[0, l]}\right)
$$

implies that $\gamma$ is an $N$-geodesic.
Proof of Theorem 4.2.1. If $\gamma_{u}(t)$ is the first focal point of $N$ along $\gamma_{u}$, then Observation A implies that $\gamma_{u}$ cannot be minimal beyond this value. If (ii) holds, then we need to show that for sufficiently small $\varepsilon>\left.0 \quad \gamma_{u}\right|_{[0, T+\varepsilon]}$ is not minimal. Suppose, on the contrary, that $\gamma_{u}$ is minimal beyond $T$. Take a minimal geodesic $\beta$ joining $\gamma_{v}(T-\varepsilon)$ to $\gamma_{u}(T+\varepsilon)$. Observe that,

$$
\begin{aligned}
2 \varepsilon & =d\left(\gamma_{u}(T+\varepsilon), \gamma_{u}(T)\right)+d\left(\gamma_{v}(T), \gamma_{v}(T-\varepsilon)\right) \\
& >d\left(\gamma_{u}(T+\varepsilon), \gamma_{v}(T-\varepsilon)\right)
\end{aligned}
$$

If $p, q, r \in M$ such that $d(p, q)+d(q, r)=d(p, r)$ and there exist the shortest normal geodesic $\gamma_{1}$ and $\gamma_{2}$ joining $p$ to $q$ and $q$ to $r$, respectively, then $\gamma_{1} \cup \gamma_{2}$ is smooth at $q$ and defines a shortest normal geodesic joining $p$ to $r$. Therefore, we have

$$
\begin{aligned}
L\left(\left.\gamma_{v}\right|_{[0, T-\varepsilon]} \cup \beta\right) & =T-\varepsilon+d\left(\gamma_{v}(T-\varepsilon), \gamma_{u}(T+\varepsilon)\right) \\
& <T+\varepsilon=L\left(\left.\gamma_{u}\right|_{[0, T+\varepsilon]}\right) .
\end{aligned}
$$

This contradiction establishes that $\left.\gamma_{u}\right|_{[0, T+\varepsilon]}$ is not minimal.
For the converse, set $T=\rho(u)$ and observe that $\left.\gamma_{u}\right|_{[0, T]}$ is an $N$-geodesic. Assuming that $q:=\gamma_{u}(T)$ is not the first focal point of $N$ along $\gamma_{u}$, we will prove that (ii) holds. Let $p=\gamma_{u}(0)$ and choose a neighbourhood $\tilde{U}$ of $T u$ in $\nu$ such that $\left.\exp _{\nu}\right|_{\tilde{U}}$ is a diffeomorphism. For sufficiently large $n, q_{n}:=\gamma_{u}(T+1 / n) \in \exp _{\nu}(\tilde{U})$. Take $N$-geodesics $\gamma_{n}$ parametrized by arc-length joining $p_{n}$ to $q_{n}$ and set $u_{n}:=$
$\dot{\gamma}_{n}(0) \in S\left(\left(T_{p_{n}} N\right)^{\perp}\right)$. Since $S\left(\left(T_{p_{n}} N\right)^{\perp}\right)$ is compact, by passing to a subsequence, we may assume that $u_{n}$ converges to $v \in S\left(N_{p}\right)$. By Observation B,

$$
\gamma_{v}(T)=\lim _{n \rightarrow \infty} \gamma_{u_{n}}\left(T+\frac{1}{n}\right)=\gamma_{u}(T)
$$

If $v=u$, then for sufficiently large $n, d\left(p, q_{n}\right) u_{n} \in \tilde{U}$, whence

$$
\left(T+\frac{1}{n}\right) u=d\left(p, q_{n}\right) u_{n} .
$$

Taking absolute values on both sides imply $T+1 / n>d\left(p, q_{n}\right)$. This contradiction implies $v \neq u$.

We now will prove that the map $\rho$ defined in 4.4 is a continuous function.
Proposition 4.2.2. The map $\rho: S(\nu) \rightarrow[0, \infty)$, as defined in (4.4), is continuous.

Proof. We will prove that $\rho\left(u_{n}\right) \rightarrow \rho(u)$ whenever $\left(p_{n}, u_{n}\right) \rightarrow(p, u)$ in the unit normal bundle $S(\nu)$. Let $T$ be any accumulation point of the sequence $\left\{\rho\left(u_{n}\right)\right\}$ including $\infty$. By Observation B, $\left.\gamma_{u}\right|_{[0, T]}$ is an $N$-geodesic and hence $T \leq \rho(u)$. If $T=+\infty$, we are done. So let us assume that $T<+\infty$. From Theorem 4.2.1, at least one of the following holds for infinitely many $n$.
(i) The sequence $\rho\left(u_{n}\right)$ is the first focal point to $N$ along $\gamma_{u_{n}}$
(ii) there exist $v_{n} \in S(\nu), v_{n} \neq u_{n}$ with $\gamma_{u_{n}}\left(\rho\left(u_{n}\right)\right)=\gamma_{v_{n}}\left(\rho\left(u_{n}\right)\right)$.

If (i) is true for infinitely many $n$, then choose infinitely many unit vectors $\left\{w_{n}\right\}$ which belong to the kernel $\operatorname{ker}\left(D \exp _{\nu}\left(\rho\left(u_{n}\right) u_{n}\right)\right)$ and are contained in a compact subset of $S(\nu)$. Choose a convergent subsequence whose limit $w$ is contained in $\operatorname{ker}\left(D \exp _{\nu}(T u)\right)$. Since $w \neq 0$, the rank of $D \exp _{\nu}(T u)$ is less than $\operatorname{dim} M$. Thus, $\gamma_{u}(T)$ is the first focal point of $N$ along $\gamma_{u}$ and $T=\rho(u)$.

If (ii) is true for infinitely many $n$, then we may assume that $v_{n} \rightarrow v \in S(\nu)$. If $v \neq u$, then Theorem 4.2.1 (ii) holds for $T$, whence $T=\rho(u)$. If $v=u$, we claim that $\gamma_{u}(T)$ is the first focal point of $N$ along $\gamma_{u}$. If not, then the map $\exp _{\nu}$ is regular at $T u \in \nu$ and hence the map

$$
\Phi: \nu \rightarrow M \times M,(p, u) \mapsto\left(p, \exp _{\nu}(p, u)\right)
$$

is regular at $T u$. Therefore, $\Phi$ is a diffeomorphism if restricted to an open neighbourhood $\tilde{U}$ of $T u$ in $\nu$. Since $v=u$, which implies for sufficiently large $n$, $\left(p_{n}, \rho\left(u_{n}\right) u_{n}\right)$ and $\left(p_{n}, \rho\left(u_{n}\right) v_{n}\right)$ belong to $\tilde{U}$ and are different. On the other hand, by assumption $\Phi\left(\rho\left(u_{n}\right) u_{n}\right)=\Phi\left(\rho\left(u_{n}\right) v_{n}\right)$, which is a contradiction. Therefore, $\gamma_{u}(T)$ is the first focal point and $T=\rho(u)$.

### 4.2.2 Characterization in terms of separating set

Recall that the separating set of $N, \operatorname{Se}(N)$, consists of all points $q \in M$ such that at least two distance minimal geodesics from $N$ to $q$ exist. If $q \in \operatorname{Se}(N)$ but $q \notin \operatorname{Cu}(N)$, then we have Figure 4.2, i.e., $\gamma_{1}$ is an $N$-geodesic beyond $q$ while $\gamma_{2}$ is
another $N$-geodesic for $q$. The triangle inequality applied to $\gamma_{1}(0), q=\gamma_{1}(l)$ and $\gamma_{2}(l+\tau)$ implies that

$$
d\left(\gamma_{2}(l+\tau), N\right)<l+\tau
$$

while for $\tau$ small enough $d\left(\gamma_{2}(l+\tau), N\right)=l+\tau$ as $\gamma_{2}$ is an $N$-geodesic beyond $q$. This contradiction establishes the well-known fact $\operatorname{Se}(N) \subseteq \operatorname{Cu}(N)$. In quite a few examples, these two sets are equal (see Example 3.1.6 where these two are not same). In the case of $M=\mathbb{S}^{n}$ with $N=\{p\}$, the set $\operatorname{Se}(N)$ consists of $-p$. There is an infinite family of minimal geodesics joining $p$ to $-p$. An appropriate choice of a pair of such minimal geodesics would create a loop, which is permissible in the definition of $\mathrm{Se}(N)$. According to Theorem 4.2.1, a cut point is either a first focal point of $N$ along a geodesic or it is a separating point. We will now prove our one of the observations in the last chapter, that cut locus of a submanifold $N$ is the closure of separating set of $N$.

Theorem 4.2.2. Let $\mathrm{Cu}(N)$ be the cut locus of a compact submanifold $N$ of a complete Riemannian manifold $M$. The subset $\mathrm{Se}(N)$ of $\mathrm{Cu}(N)$ is dense in $\mathrm{Cu}(N)$.

Proof. Let $q \in \mathrm{Cu}(N)$ but not in $\operatorname{Se}(N)$. Choose an $N$-geodesic $\gamma$ joining $N$ to $q$ such that any extension of $\gamma$ is not an $N$-geodesic. This geodesic $\gamma$ is unique as $q \notin$ $\operatorname{Se}(N)$. We may write $\gamma(t)=\exp _{\nu}(t x)$, where $\gamma(0)=p \in N$ and $\gamma^{\prime}(0)=x_{0} \in S\left(\nu_{p}\right)$. It follows from the definition of $\rho$ that $q=\exp _{\nu}\left(\rho\left(x_{0}\right) x_{0}\right)$. We need to show that every neighborhood of $q$ in $\mathrm{Cu}(N)$ must intersect $\operatorname{Se}(N)$. Suppose it is false. Let $\delta>0$ and consider $\overline{B\left(x_{0}, \delta\right)}$, the closed ball with center $x_{0}$ and radius $\delta$. Define the cone

$$
\operatorname{Co}\left(x_{0}, \delta\right):=\left\{t x: 0 \leq t \leq 1, x \in \overline{B\left(x_{0}, \delta\right)} \cap S(\nu)\right\} .
$$

Since $\overline{B\left(x_{0}, \delta\right)} \cap S(\nu)$ is homeomorphic to a closed $(n-1)$-ball for sufficiently small $\delta$, the cone will be homeomorphic to a closed Euclidean $n$-ball.


Figure 4.5: $\operatorname{Co}\left(x_{0}, \delta\right)$

Similarly, define another cone

$$
\mathrm{Co}^{\star}\left(x_{0}, \delta\right):=\left\{\rho(x /\|x\|) x \mid x \in \mathrm{Co}\left(x_{0}, \delta\right), x \neq 0\right\} \cup\{0\} .
$$

Note that $\rho\left(x_{0}\right)$ is finite. As $\rho$ is continuous, due to Proposition 4.2.2, for sufficiently small $\delta$ the term $\rho(x /\|x\|)$ is still finite, whence $\operatorname{Co}^{\star}\left(x_{0}, \delta\right)$ is well defined. We claim that $\mathrm{Co}^{\star}\left(x_{0}, \delta\right)$ is also homeomorphic to a closed Euclidean $(n-k)$ ball. Indeed, a non-zero $x \in \operatorname{Co}\left(x_{0}, \delta\right)$ implies $x=\lambda \hat{x}$, for some $\lambda \in(0,1]$ and
$\hat{x} \in \overline{B\left(x_{0}, \delta\right)} \cap S(\nu)$. Since $\rho(\hat{x}) x=\lambda \rho(\hat{x}) \hat{x}$, it follows that $\mathrm{Co}^{\star}\left(x_{0}, \delta\right)$ is the cone of the set

$$
\left\{\rho(\hat{x}) \hat{x} \mid \hat{x} \in \overline{B\left(x_{0}, \delta\right)} \cap S(\nu)\right\}
$$

which is homeomorphic to $\overline{B\left(x_{0}, \delta\right)} \cap S(\nu)$. Now we have a dichotomy:
(a) For a fixed small $\delta>0$, the restriction of $\exp _{\nu}$ to $\operatorname{Co}^{\star}\left(x_{0}, \delta\right)$ is a homeomorphism to its image because it is injective, or
(b) For any $\delta>0$, the restriction of $\exp _{\nu}$ to $\mathrm{Co}^{\star}\left(x_{0}, \delta\right)$ is not injective.

If (b) holds, choose $v_{n} \neq w_{n} \in \operatorname{Co}^{\star}\left(x_{0}, \frac{1}{n}\right)$ such that these map to $q_{n}$ under $\exp _{\nu}$. Thus, $q_{n} \in \operatorname{Se}(N)$ and compactness of $S(\nu)$ ensures that $q_{n}$ converges to $q$. If (a) holds, then let $B(q, \varepsilon)$ denote the open ball in $M$ centered at $q$ with radius $\varepsilon>0$. We claim that it intersects the complement of $\exp _{\nu}\left(\mathrm{Co}^{\star}\left(x_{0}, \delta\right)\right)$ in $M$. But it is true as $\rho\left(x_{0}\right) x_{0}$ lies on the boundary of $\mathrm{Co}^{\star}\left(x_{0}, \delta\right)$ and hence it has a neighborhood in $\mathrm{Co}^{\star}\left(x_{0}, \delta\right)$ which is homeomorphic to a closed $n$-dimensional Euclidean half plane. Since $\exp _{\nu}$ restricted to $\operatorname{Co}^{\star}\left(x_{0}, \delta\right)$ was a homeomorphism, the open ball $B(q, \varepsilon)$ must intersect the points outside the image of $\exp _{\nu}\left(\operatorname{Co}^{\star}\left(x_{0}, \delta\right)\right)$.

Now take $\varepsilon=\frac{1}{n}$. For each $n$, there exists $q_{n} \in B\left(q, \frac{1}{n}\right)$ such that $q_{n} \notin$ $\exp _{\nu}\left(\mathrm{Co}^{\star}\left(x_{0}, \delta\right)\right)$. Since $M$ is complete, for each point $q_{n}$ let $\gamma_{n}$ be a $N$-geodesics joining $p_{n} \in N$ to $q_{n}$. We may invoke the following result from Buseman's book [Busemann, 1955, Theorem 5.16, page 24]. Let $\left\{\gamma_{n}\right\}$ be a sequence of rectifiable curves in a finitely compact set $X$ and the lengths $\ell\left(\gamma_{n}\right)$ are bounded. If the initial points $p_{n}$ of $\gamma_{n}$ forms a bounded set, then $\left\{\gamma_{n}\right\}$ contains a subsequence $\gamma_{n_{k}}$ which converges uniformly to a rectifiable curve $\tilde{\gamma}$ in $X$ and

$$
\ell(\tilde{\gamma}) \leq \liminf \ell\left(\gamma_{n_{k}}\right)
$$

Since $\left\{p_{n}\right\}$ lie in the compact set $N$, we obtain a rectifiable curve $\tilde{\gamma}$ such that

$$
\ell(\tilde{\gamma}) \leq \lim \inf \ell\left(\gamma_{n_{k}}\right)=\lim _{k} \ell\left(\gamma_{n_{k}}\right)=\lim _{k} d\left(q_{n_{k}}, N\right)=d(q, N) .
$$

Thus, $\tilde{\gamma}$ is actually an $N$-geodesic joining $p^{\prime}=\lim _{k} p_{n_{k}}$ to $q$ and the unit tangent vectors $x_{n_{k}}=\gamma_{n_{k}}^{\prime}(0)$ at $p_{n_{k}}$ converges to the unit tangent vector $\tilde{x}=\tilde{\gamma}^{\prime}(0)$ at $p^{\prime}$. Since $x_{0}$ is an interior point of the set $\overline{B\left(x_{0}, \delta\right)} \cap S(\nu)$, any sequence in $S(\nu)$ converging to $x_{0}$ must eventually lie in $\operatorname{Co}\left(x_{0}, \delta\right)$. According to our choice, $q_{n_{k}} \notin$ $\exp _{\nu}\left(\mathrm{Co}^{\star}\left(x_{0}, \delta\right)\right)$ and $x_{n_{k}}$ all lie outside of $\operatorname{Co}\left(x_{0}, \delta\right)$. Hence $x_{0} \neq \tilde{x}$ and $\gamma \neq \tilde{\gamma}$. Thus, there are two distinct $N$-geodesics $\gamma$ and $\tilde{\gamma}$ joining $N$ to $q$, a contradiction to $q \notin \operatorname{Se}(N)$. This completes the proof.

### 4.3 Topological properties

In this section we will study the structure of the cut locus and the relation of cut locus to the Thom space. We will also see various applications of this relation.

### 4.3.1 Structure of the cut locus

On a complete Riemannian manifold it is very difficult to analyze the structure of cut locus of a point or a submanifold. The main problem is that cut locus is not $C^{1}$-smooth. For example, the authors in [Gluck and Singer, 1978] showed that cut locus of a point is not always triangulable. Regarding the question of cut loci being triangulable, we recall the result [Buchner, 1977] that the cut locus (of a point) of a real analytic Riemannian manifold (of dimension $d$ ) is a simplicial complex of dimension at most $d-1$. It follows, without much changes, that the result holds for cut loci of submanifolds as well. Hence, we attribute the following result to Buchner.

Theorem 4.3.1 (Buchner 1977). Let $N$ be an analytic submanifold of a real analytic manifold $M$. If $M$ is of dimension $d$, then the cut locus $\mathrm{Cu}(N)$ is a simplicial complex of dimension at most $d-1$.

The obvious modifications to the proof by Buchner are the following:
(i) Choose $\varepsilon$ to be such that there is a unique geodesic from $p$ to $q$ if $d(p, q)<\varepsilon$ and if $d(N, q)<\varepsilon$, then there is a unique $N$-geodesic to $q$;
(ii) Consider the set $\Omega_{N}\left(t_{0}, t_{1}, \ldots, t_{k}\right)$, the space of piecewise broken geodesics starting at $N$, and define $\Omega_{N}\left(t_{0}, t_{1}, \ldots, t_{k}\right)^{s}$ analogously;
(iii) The map

$$
\Omega_{N}\left(t_{0}, t_{1}, \ldots, t_{k}\right)^{s} \rightarrow N \times M \times \cdots \times M, \omega \mapsto\left(\omega\left(t_{0}\right), \omega\left(t_{1}\right), \ldots, \omega\left(t_{k}\right)\right)
$$

determines an analytic structure on $\Omega_{N}\left(t_{0}, t_{1}, \ldots, t_{k}\right)^{s}$.
The remainder of the proof works essentially verbatim.
Remark 4.3.1. As we have seen in Example 3.1.5, the dimension of the cut locus of a $k$-dimensional submanifold can be of dimension $d-k-1$. However, generically, we may not expect this to be true. In fact, for real analytic knots (except the unknot) in $\mathbb{S}^{3}$, it is always the case that the cut locus cannot be homotopic to a (connected) 1-dimensional simplicial complex (cf Example 4.3.3).

### 4.3.2 Thom space via cut locus

Recall that the Thom space $\operatorname{Th}(E)$ of a real vector bundle $E \rightarrow B$ of rank $k$ is $D(E) / S(E)$, where it is understood that we have chosen a Euclidean metric on $E$. If $B$ is compact, then the Thom space $\operatorname{Th}(E)$ is the one-point compactification of $E$. In general, we compactify the fibres and then collapse the section at infinity to a point to obtain $\operatorname{Th}(E)$. Thus, Thom spaces obtained via two different metrics are homeomorphic. We start with a similar exponential map which is obtained by the $\rho$ map, and we named it rescaled exponential map.

Definition 4.3.1 (Rescaled Exponential). The rescaled exponential or $\rho$ -
exponential map is defined to be

$$
\widetilde{\exp }: D(\nu) \rightarrow M,(p, v) \mapsto\left\{\begin{aligned}
\exp _{p}(\rho(\hat{v}) v) & \text { if } v=\|v\| \hat{v} \neq 0 \\
p & \text { if } v=0 .
\end{aligned}\right.
$$

We are now ready to prove the main result of this section.
Theorem 4.3.2. Let $N$ be an embedded submanifold inside a closed, connected Riemannian manifold $M$. If $\nu$ denotes the normal bundle of $N$ in $M$, then there is a homeomorphism

$$
\widetilde{\exp }: D(\nu) / S(\nu) \xrightarrow{\cong} M / \mathrm{Cu}(N) .
$$

Proof. It follows from Proposition 4.2.2 that the rescaled exponential is continuous. Moreover, $\widetilde{\exp }$ is surjective and $\widetilde{\exp }(S(\nu))=\mathrm{Cu}(N)$. If there exists $(p, v) \neq(q, w) \in D(\nu)$ such that

$$
\widetilde{\exp }(p, v)=\widetilde{\exp }(q, w)=p^{\prime},
$$

then $d\left(p^{\prime}, N\right)$ can be computed in two ways to obtain

$$
d\left(p^{\prime}, N\right)=\rho(\hat{v})\|v\|=\rho(\hat{w})\|w\| .
$$

Thus, $T=d\left(p^{\prime}, N\right)$ is a number such that $\gamma_{v}:[0, T]$ is an $N$-geodesic and $\gamma_{v}(T)=\gamma_{w}(T)=p^{\prime}$. By Theorem 4.2.1, we conclude that $T=\rho(\hat{v})=\rho(\hat{w})$, whence $\|v\|=\|w\|=1$. Therefore, $\widetilde{\exp }$ is injective on the interior of $D(\nu)$.
As $\mathrm{Cu}(N)$ is closed and $M$ is a compact metric space, the quotient space $M / \mathrm{Cu}(N)$ is Hausdorff. As the quotient $D(\nu) / S(\nu)$ is compact, standard topological arguments imply the map induced by the rescaled exponential is a homeomorphism.

We will now revisit a basic property of Thom space via its connection to the cut locus. It can be seen that

$$
\begin{equation*}
\mathrm{Cu}\left(N_{1} \times N_{2}\right)=\left(\mathrm{Cu}\left(N_{1}\right) \times M_{2}\right) \cup\left(M_{1} \times \mathrm{Cu}\left(N_{2}\right)\right) \tag{4.5}
\end{equation*}
$$

for an embedding $N_{1} \times N_{2}$ inside $M_{1} \times M_{2}$. If $\nu_{j}$ is the normal bundle of $N_{j}$ inside $M_{j}$, then Theorem 4.3.2 along with (4.5) implies that

$$
\begin{aligned}
\operatorname{Th}\left(\nu_{1} \oplus \nu_{2}\right) & \cong \frac{M_{1} \times M_{2}}{\left(M_{1} \times \operatorname{Cu}\left(N_{2}\right)\right) \cup\left(\mathrm{Cu}\left(N_{1}\right) \times M_{2}\right)} \\
& \cong \frac{M_{1} / \mathrm{Cu}\left(N_{1}\right) \times M_{2} / \mathrm{Cu}\left(N_{2}\right)}{M_{1} / \mathrm{Cu}\left(N_{1}\right) \vee M_{2} / \mathrm{Cu}\left(N_{2}\right)} \\
& \cong \operatorname{Th}\left(\nu_{1}\right) \wedge \operatorname{Th}\left(\nu_{2}\right) .
\end{aligned}
$$

Let $N=N_{1} \sqcup N_{2}$ be a disjoint union of connected manifolds of the same dimension. If $N \hookrightarrow M$, then let $\nu_{j}$ denote the normal bundle of $N_{j}$ in $M$. If $\nu$ is the normal bundle of $N$ in $M$, then

$$
\begin{equation*}
\operatorname{Th}(\nu) \cong \operatorname{Th}\left(\nu_{1}\right) \vee \operatorname{Th}\left(\nu_{2}\right) \tag{4.6}
\end{equation*}
$$

This implies that

$$
M / \mathrm{Cu}(N) \cong M / \mathrm{Cu}\left(N_{1}\right) \vee M / \mathrm{Cu}\left(N_{2}\right) .
$$

Example 4.3.1. Consider the two circles

$$
N_{1}=\{(\cos t, \sin t, 0,0) \mid t \in \mathbb{R}\}, \quad N_{2}=\{(0,0, \cos t, \sin t) \mid t \in \mathbb{R}\}
$$

in $\mathbb{S}^{3}$. The link $N:=N_{1} \sqcup N_{2}$ has linking number 1. We claim that the cut locus

$$
\mathrm{Cu}(N)=\left\{\left.\frac{1}{\sqrt{2}}(\cos s, \sin s, \cos t, \sin t) \right\rvert\, s, t \in \mathbb{R}\right\}
$$

is a torus. We will prove the claim by showing that the above set is separating set of $N$. As it is closed, the claim will follow by using Theorem 4.2.2. Let $P=$ $(a, b, 0,0) \in N$ with $a^{2}+b^{2}=1$. Note that

$$
T_{P} \mathbb{S}^{3} \cong T_{P} N \oplus\left(T_{P} N\right)^{\perp} \cong \operatorname{span}\{(-b, a, 0,0)\} \oplus \operatorname{span}\left\{\mathbf{e}_{3}, \mathbf{e}_{4}\right\}
$$

where $\mathbf{e}_{3}=(0,0,1,0)$ and $\mathbf{e}_{4}=(0,0,0,1)$. We take any unit vector at $P$ which is perpendicular to $T_{P} N$, say $\mathbf{v}=(0,0, \cos \theta, \sin \theta)$. An $N$-geodesic starting at $P$ in the direction of $\mathbf{v}$ will be

$$
\gamma(t)=P \cos t+\mathbf{v} \sin t,=(a \cos t, b \cos t, \cos \theta \sin t, \sin \theta \sin t), \quad 0 \leq t \leq \pi .
$$

We have

$$
d(\gamma(t), N)=\inf _{X \in N} d(\gamma(t), X)=\min \left\{\inf _{X \in N_{1}} d(\gamma(t), X), \inf _{X \in N_{2}} d(\gamma(t), X),\right\}
$$

Look at Figure 4.6 and note that

$$
d(X, \gamma(t))=\cos ^{-1}(X \cdot \gamma(t))
$$

Therefore, the problem of finding the distance of $N$ to $\gamma(t)$ is equivalent to maximizing the dot product $X \cdot \gamma(t)$. Let $X \in N_{1}$ and $X=(x, y, 0,0), x^{2}+y^{2}=1$. Then

$$
X \cdot \gamma(t)=a x \cos t+b y \cos t
$$

Maximizing the above such that $x^{2}+y^{2}=1$ by the method of Lagrange multiplier, we have

$$
x=\frac{a \cos t}{|\cos t|}, \text { and } y=\frac{b \cos t}{|\cos t|} .
$$

Note that the above expression is well-defined, as if $\cos t=0$, then $X \cdot \gamma(t)=0$. The maximum value of $X \cdot \gamma(t)$ will be $|\cos t|$ and this is achieved by only one point of $N_{1}$. Similarly, if we maximize the dot product over $N_{2}$, we get the maximum value $|\sin t|$, which is also obtained by a single maxima. Thus, $\gamma(t)$ will be a separating point if and only if

$$
|\cos t|=|\sin t| \Longrightarrow t=\frac{\pi}{4}, \frac{3 \pi}{4}
$$

Therefore, the separating points will be

$$
\left\{\frac{1}{\sqrt{2}}(\cos s, \sin s, \cos \theta, \sin \theta): s, \theta \in \mathbb{R}\right\}
$$



Figure 4.6: Distance of $X$ to $\gamma(t)$
Note that $\mathrm{Cu}\left(N_{1}\right)=N_{2}$ and vice-versa as well as

$$
\mathbb{S}^{3} / \mathrm{Cu}\left(N_{j}\right) \cong\left(S^{1} \times S^{2}\right) /\left(S^{1} \times \infty\right)
$$

where $S^{1} \times S^{2}$ is the fibrewise compatification of the normal bundle of $N_{j}$. We conclude that

$$
\mathbb{S}^{3} / \mathrm{Cu}(N) \cong\left(\frac{S^{1} \times S^{2}}{S^{1} \times \infty}\right) \vee\left(\frac{S^{1} \times S^{2}}{S^{1} \times \infty}\right)
$$

There are some topological similarities between $\mathrm{Cu}(N)$ and $M-N$. We recall that a topological pair $(X, A)$ is called a good pair if $A$ is closed in $X$ and there is an open subset $U \subseteq X$ with $A \subseteq U$ such that $A$ is a strong deformation retract in $U$.

Lemma 4.3.1. The cut locus $\mathrm{Cu}(N)$ is a strong deformation retract of $M-N$. In particular, $(M, \mathrm{Cu}(N))$ is a good pair and the number of path components of $\mathrm{Cu}(N)$ equals that of $M-N$.

Proof. Consider the map $H:(M-N) \times[0,1] \rightarrow M-N$ defined via the normal exponential map
$H(q, t)= \begin{cases}\exp _{\nu}\left[\left\{t \cdot \rho\left(\frac{\exp _{\nu}^{-1}(q)}{\left\|\exp _{\nu}^{-1}(q)\right\|}\right)+(1-t)\left\|\exp _{\nu}^{-1}(q)\right\|\right\} \frac{\exp _{\nu}^{-1}(q)}{\left\|\exp _{\nu}^{-1}(q)\right\|}\right] & \text { if } q \notin \mathrm{Cu}(N) \\ q & \text { if } q \in \mathrm{Cu}(N) .\end{cases}$
If $q \in M-(\mathrm{Cu}(N) \cup N)$, then let $\gamma$ be the unique $N$-geodesic joining $N$ to $q$. The path $H(q, t)$ is the image of this geodesic from $q$ to the first cut point along $\gamma$. The continuity of $\rho$ implies that $H$ is continuous. It also satisfies $H(q, 0)=q$ and $H(q, 1) \in \mathrm{Cu}(N)$. The claims about good pair and path components are clear.
Remark 4.3.2. The above lemma, in particular, shows that the homotopy type of the cut locus of a submanifold is independent of the choice of the Riemannian metric.

Corollary 4.3.1. If two embeddings $f, g: N \rightarrow M$ are ambient isotopic, then $\mathrm{Cu}(f(N))$ and $\mathrm{Cu}(g(N))$ are homotopy equivalent.

Proof. The hypothesis implies that there is a diffeomorphism $\varphi: M \rightarrow M$ such that $\varphi(f(N))=g(N)$. Thus, $M-\mathrm{Cu}(f(N))$ is homeomorphic to $M-\mathrm{Cu}(g(N))$ and the claim follows from the lemma above. Note that in the smooth category, the notion of isotopic and ambient isotopic are equivalent (refer to §8.1 of the book [Hirsch, 1976]). Thus, the same conclusion holds if we assume that the embeddings are isotopic.

Remark 4.3.3. Without the assumption of $M$ being closed, the above result fails to be true. One may consider $M=S^{1} \times \mathbb{R}$ with the natural product metric and $N=S^{1}$. In fact, the universal cover of $M$ is $\mathbb{R} \times \mathbb{R}$ while that of $N$ is $\mathbb{R}$. If we choose a periodic curve in $\mathbb{R}^{2}$ which is isotopic to the $x$-axis and has non-empty cut locus in $\mathbb{R}^{2}$, then we may pass via the covering map to obtain an embedding $g$ of $N$ isotopic to the embedding $f$ identifying $N$ with $S^{1} \times\{0\}$. For this pair, $\mathrm{Cu}(f(N))=\varnothing$ while $\mathrm{Cu}(g(N)) \neq \varnothing$.

Several other identifications between topological invariants can be explored. For instance, if $\iota: N^{k} \hookrightarrow M^{d}$ is as before such that $M-N$ is path connected, then

$$
\begin{equation*}
\iota_{*}: \pi_{j}(\mathrm{Cu}(N)) \xrightarrow{\cong} \pi_{j}(M) \tag{4.7}
\end{equation*}
$$

if $0 \leq j \leq d-k-2$ while $t_{*}$ is a surjection for $j=d-k-1$. The proof of this relies on a general position argument, i.e., being able to find a homotopy of the sphere that avoids $N$, followed by Lemma 4.3.1. Surjectivity of $\iota_{*}$ if $j \leq$ $d-k-1$ is imposed by the requirement that a sphere $S^{j}$ in general position must not intersect $N^{k}$. Injectivity of $\iota$ for $j \leq d-k-2$ is imposed by the condition that a homotopy $S^{j} \times[0,1]$ in general position must not intersect $N^{k}$. This observation (4.7) generalizes a result in [Sakai, 1996, Proposition 4.5 (1)].

The inclusion $i: \operatorname{Cu}(N) \hookrightarrow M$ induces a long exact sequence in homology

$$
\cdots \rightarrow H_{j}(\mathrm{Cu}(N)) \xrightarrow{i_{*}} H_{j}(M) \rightarrow H_{j}(M, \mathrm{Cu}(N)) \xrightarrow{\partial} H_{j-1}(\mathrm{Cu}(N)) \rightarrow \cdots
$$

As $(M, \mathrm{Cu}(N))$ is a good pair (cf Lemma 4.3.1), we replace the relative homology of $(M, \operatorname{Cu}(N))$ with reduced homology of $M / \mathrm{Cu}(N) \cong \operatorname{Th}(\nu)$. This results in the following long exact sequence

$$
\begin{equation*}
\cdots \rightarrow H_{j}(\mathrm{Cu}(N)) \xrightarrow{i_{*}} H_{j}(M) \xrightarrow{q} \widetilde{H}_{j}(\operatorname{Th}(\nu)) \xrightarrow{\partial} H_{j-1}(\mathrm{Cu}(N)) \rightarrow \cdots \tag{4.8}
\end{equation*}
$$

If $N=\{p\}$ is a point, then $\operatorname{Th}(\nu)=S^{d}$ and (4.8) imply isomorphisms

$$
i_{*}: H_{j}(\mathrm{Cu}(p)) \xrightarrow{\cong} H_{j}(M), i^{*}: H^{j}(M) \xrightarrow{\cong} H^{j}(\mathrm{Cu}(p))
$$

for $j \neq d, d-1$ (cf [Sakai, 1996, Proposition 4.5 (2)]).
Remark 4.3.4. The long exact sequence (4.8) can be interpreted as the dual to the long exact sequence in cohomology of the pair $(M, N)$. If $N=N_{1} \sqcup \cdots \sqcup N_{l}$ is a
disjoint union of submanifolds of dimension $k_{1}, \ldots, k_{l}$ respectively, then the Thom isomorphism implies that
$\widetilde{H}_{j}(\operatorname{Th}(\nu)) \cong \widetilde{H}_{j}\left(\operatorname{Th}\left(\nu_{1}\right)\right) \oplus \cdots \oplus \widetilde{H}_{j}\left(\operatorname{Th}\left(\nu_{l}\right)\right) \cong H_{j-\left(d-k_{1}\right)}\left(N_{1}\right) \oplus \cdots \oplus H_{j-\left(d-k_{l}\right)}\left(N_{l}\right)$,
where $\nu_{j}$ is the normal bundle of $N_{j}$. Applying Poincaré duality to each $N_{j}$, we obtain isomorphisms

$$
\widetilde{H}_{j}(\operatorname{Th}(\nu)) \cong \oplus_{i=1}^{l} H^{d-j}\left(N_{i}\right)=H^{d-j}(N)
$$

Poincaré-Lefschetz duality applied to the pair $(M, N)$ provides isomorphisms

$$
\begin{equation*}
\check{H}^{j}(M, N) \cong H_{d-j}(M-N) \tag{4.9}
\end{equation*}
$$

As $M$ and $N$ are triangulable, Čech cohomology may be replaced by singular cohomology. Since $M-N$ deforms to $\mathrm{Cu}(N)$ by Lemma 4.3.1, we have isomorphisms

$$
\begin{equation*}
H^{j}(M, N) \cong H_{d-j}(\mathrm{Cu}(N)) \tag{4.10}
\end{equation*}
$$

Combining all these isomorphisms, we obtain the long exact sequence in cohomology for $(M, N)$ from (4.8).

Lemma 4.3.2. Let $N$ be a closed submanifold of $M$ with $l$ components. If $M$ has dimension $d$, then $H_{d-1}(\mathrm{Cu}(N))$ is free abelian of rank $l-1$ and $H_{d-j}(\mathrm{Cu}(N)) \cong H^{j}(M)$ if $j-2 \geq k$, where $k$ is the maximum of the dimension of the components of $N$.

Proof. It follows from (4.9) that

$$
H_{d-1}(\mathrm{Cu}(N)) \cong H^{1}(M, N)
$$

Consider the long exact sequence associated to the pair $(M, N)$

$$
0 \rightarrow H^{0}(M, N) \rightarrow H^{0}(M) \xrightarrow{i^{*}} H^{0}(N) \rightarrow H^{1}(M, N) \rightarrow H^{1}(M) \rightarrow H^{1}(N) \rightarrow \cdots
$$

If $N$ has $l$ components, i.e., $N=N_{1} \sqcup \cdots \sqcup N_{l}$ where $N_{j}$ has dimension $k_{j}$, then $H^{1}(M, N)$ is torsion-free. This follows from the fact that $i^{*}(1)=(1, \ldots, 1)$ and $H^{1}(M)$ is free abelian.

Remark 4.3.5. In the above Lemma, if in particular, $H^{1}(M)=0$, then $H_{d-1}(\mathrm{Cu}(N)) \cong \mathbb{Z}^{l-1}$.

The long exact sequence for the pair $(M, N)$ imply that there are isomorphisms

$$
\begin{equation*}
H_{d-j}(\mathrm{Cu}(N)) \cong H^{j}(M, N) \xrightarrow{\cong} H^{j}(M) \tag{4.11}
\end{equation*}
$$

if $j \geq k+2$, where $k=\max \left\{k_{1}, \ldots, k_{l}\right\}$.

Remark 4.3.6. Cut locus can be very hard to compute. For a general space, we have the notion of topological dimension. This notion coincides with the usual notion if the space is triangulable. However, in [Barratt and Milnor, 1962], the authors proved that the singular homology of a space may be non-zero beyond its topological dimension. Čech (co)homology is better equipped to detect topological dimension and is the reason why one may prefer it over singular homology due to the generic fractal like nature of cut loci (see the remarks following Theorem C in Chapter 1). Although the topological dimension of $\mathrm{Cu}(N)$ is at most $d-1$, it is not apparent that $H_{d-1}(\mathrm{Cu}(N))$ is a free abelian group.

There are several applications of this discussion.
Theorem 4.3.3. Let $N$ be a smooth homology $k$-sphere embedded in a Riemannian manifold homeomorphic to $S^{d}$. If $d \geq k+3$, then the cut locus $\mathrm{Cu}(N)$ is homotopy equivalent to $S^{d-k-1}$.

Proof. As $N$ has codimension at least 3, its complement is path-connected. It follows from (4.7) and Lemma 4.3.1 that $M-N$ is $(d-k-2)$-connected. In particular, $M-N$ is simply-connected and by Hurewicz isomorphism, $H_{j}(M-N)=$ 0 if $j \leq d-k-2$. Note that $H_{d}(M-N)=0$ as $M-N$ is a non-compact manifold of dimension $d$.

If $k>0$, then by Lemma 4.3.2, $H_{d-1}(M-N)=0$. Moreover, by PoincaréLefschetz duality (4.9), we infer that the only non-zero higher homology of $M-N$ is $H_{d-k-1}(M-N) \cong \mathbb{Z}$. By Hurewicz Theorem there is an isomorphism, $\pi_{d-k-1}(M-N) \cong \mathbb{Z}$. Let

$$
\alpha: S^{d-k-1} \rightarrow M-N
$$

be a generator. The map $\alpha_{*}$ induces an isomorphism on all homology groups between two simply-connected CW complexes. It follows from Whitehead's Theorem that $\alpha$ is a homotopy equivalence. Using Lemma 4.3.1, we obtain our homotopy equivalence $H_{1} \circ \alpha: S^{d-k-1} \rightarrow \mathrm{Cu}(N)$.

If $k=0$, then by Lemma 4.3.2, $H_{d-1}(M-N) \cong \mathbb{Z}$. Arguments similar to the $k>0$ case now applies to obtain a homotopy equivalence with $S^{d-1}$.

The above result is foreshadowed by Example 3.1.5 where we showed that the cut locus of $N=\mathbb{S}_{i}^{k}$ inside $M=\mathbb{S}^{d}$ is $\mathbb{S}_{l}^{d-k-1}$. It also differs from PoincaréLefschetz duality in that we are able to detect the exact homotopy type of the cut locus. In fact, when $M$ and $N$ are real analytic and the embedding is also real analytic, then by Theorem 4.3.1 we infer that $\mathrm{Cu}(N)$ is a simplicial complex of dimension at most $d-1$. Towards this direction, Theorem 4.3.3 can be pushed further.

Proposition 4.3.1. Let $N$ be a real analytic homology $k$-sphere embedded in a real analytic homology $d$-sphere $M$. If $d \geq k+3$, then the cut locus $\mathrm{Cu}(N)$ is a simplicial complex of dimension at most $(d-1)$, having the homology of $(d-k-1)$-sphere with fundamental group isomorphic to that of $M$.

The proof of this is a combination of ideas used in the proof of Theorem 4.3.3. The homotopy type cannot be deduced here due to the presence of a non-trivial fundamental group. An intriguing example can be obtained by combining Proposition 4.3.1 and Poincaré homology sphere.
Example 4.3.2 (Cut locus of 0 -sphere in Poincaré sphere). Let $\tilde{I}$ be the binary icosahedral group. It is a double cover of $I$, the icosahedral group, and can be realized a subgroup of $S U(2)$. It is known that $H_{1}(\tilde{I} ; \mathbb{Z})=H_{2}(\tilde{I} ; \mathbb{Z})=0$, i.e., it is perfect and the second homology of the classifying space $B \tilde{I}$ is zero. A presentation of $\tilde{I}$ is given by

$$
\tilde{I}=\left\langle s, t \mid(s t)^{2}=s^{3}=t^{5}\right\rangle .
$$

In fact, if we construct a cell complex $X$ of dimension 2 using the presentation above, then $X$ has one 0 -cell, two 1 -cells and two 2 -cells. The cellular chain complex, as computed from the presentation, is given by

$$
0 \longrightarrow \mathbb{Z}^{2} \xrightarrow{\left(\begin{array}{cc}
-1 & 2 \\
3 & -5
\end{array}\right)} \mathbb{Z}^{2} \xrightarrow{0} \mathbb{Z} \longrightarrow
$$

Therefore, $H_{1}(X)=H_{2}(X)=0$ while $\pi_{1}(X)=\tilde{I}$.
In contrast, consider the cut locus $C$ of the 0 -sphere in $S U(2) / \tilde{I}$, the Poincaré homology sphere. As $S U(2)$ is real analytic, so is the homology sphere. By Proposition 4.3.1, $C$ is a finite, connected simplicial complex of dimension 2 such that $\pi_{1}(C) \cong \tilde{I}$ and $H_{\bullet}(C ; \mathbb{Z}) \cong H_{\bullet}\left(S^{2} ; \mathbb{Z}\right)$. The existence of this space is interesting for the following reason: although $X \vee S^{2}$ has the same topological invariants as $C$, we are unable to determine whether $X \vee S^{2}$ is homotopy equivalent to $C$.

In the codimension two case, we have two results.
Theorem 4.3.4. Let $\Sigma$ be a closed, orientable, real analytic surface of genus $g$ and $N$ a non-empty, finite subset. Then $\mathrm{Cu}(N)$ is a connected graph, homotopy equivalent to a wedge product of $|N|+2 g-1$ circles.

Proof. As $\Sigma-N$ is connected, Lemma 4.3.1 implies that $\mathrm{Cu}(N)$ is connected. It follows from Theorem 4.3.1 that $\mathrm{Cu}(N)$ is a finite 1-dimensional simplicial complex, i.e., a finite graph. In this case, $\operatorname{Th}(\nu)$ is a wedge product of $|N|$ copies of $S^{2}$ (cf (4.6)). We consider (4.8) with $j=2$ :

$$
0 \xrightarrow{i_{*}} \mathbb{Z} \xrightarrow{q} \widetilde{H}_{2}\left(\vee_{|N|} S^{2}\right) \xrightarrow{\partial} H_{1}(\mathrm{Cu}(N)) \xrightarrow{i_{*}} H_{1}(\Sigma) \rightarrow 0
$$

Note that $H_{d-1}(\Sigma)$ is torsion-free, whence all the groups appearing in the long exact sequence are free abelian groups. This implies that

$$
\operatorname{dim}_{\mathbb{Z}} H_{1}(\mathrm{Cu}(N))=2 g+|N|-1 .
$$

As $\mathrm{Cu}(N)$ is connected finite graph, collapsing a maximal tree $T$ results in a quotient space $\mathrm{Cu}(N) / T$ which is homotopic to $\mathrm{Cu}(N)$ as well being a wedge product of $|N|+2 g-1$ circles.

Remark 4.3.7. The authors in [Itoh and Vîlcu, 2015] proved that every finite, connected graph can be realized as the cut locus (of a point) of some surface. There
remains the question of orientability of the surface. As noted in the proof of Theorem 4.3.4, if the surface is orientable and $|N|=1$, then the graph has an even number of generating cycles. If $\Sigma$ is non-orientable, then $\Sigma \cong\left(\mathbb{R} \mathbb{P}^{2}\right)^{\# k}$ has nonorientable genus $k$ and the oriented double cover of $\Sigma$ has genus $g=k-1$. Recall that $H_{1}(\Sigma) \cong \mathbb{Z}^{k-1} \oplus \mathbb{Z}_{2}$ and $H_{2}(\Sigma)=0$. Looking at (4.8) with $j=2$ we obtain

$$
0 \rightarrow \mathbb{Z} \rightarrow H_{1}(\mathrm{Cu}(p)) \rightarrow \mathbb{Z}^{k-1} \oplus \mathbb{Z}_{2} \rightarrow 0
$$

Thus, $H_{1}(\mathrm{Cu}(p)) \cong \mathbb{Z}^{k}$ as homology of graphs are free abelian. Let $B_{\varepsilon}(\mathrm{Cu}(p))$ denote the $\varepsilon$-neighbourhood of $\mathrm{Cu}(p)$ in $\Sigma$. For $\varepsilon$ sufficiently small, this is a surface such that $\overline{B_{\varepsilon}(\mathrm{Cu}(p))}$ has one boundary component. The compact surface $B_{\varepsilon}(\mathrm{Cu}(p))$ is reminiscent of ribbon graphs. The surface $\Sigma$ can be obtained as the connect sum of a disk centered at $p$ and the closure of $B_{\varepsilon}(\mathrm{Cu}(p))$. Therefore, non-orientability of $\Sigma$ is equivalent to non-orientability of $B_{\varepsilon}(\mathrm{Cu}(p))$. A similar observation appears in the unpublished article [Itoh and Vîlcu, 2011, Theorem 3.7].

Example 4.3.3 (Homology spheres of codimension two). In continuation of Theorem 4.3.3, let $N \hookrightarrow S^{k+2}$ be a homology sphere of dimension $k \geq 1$. Since $N$ has codimension two, $S^{k+2}-N$ is path connected and so is $\mathrm{Cu}(N)$. We are not assuming that the metric on $S^{k+2}$ is real analytic. Using (4.10) and the long exact sequence in cohomology of $\left(S^{k+2}, N\right)$, we infer that $H_{1}(\mathrm{Cu}(N)) \cong \mathbb{Z}$ and all higher homology groups vanish. However, the Hurewicz Theorem cannot be used here to establish that $\pi_{1}(\mathrm{Cu}(N)) \cong \mathbb{Z}$.

In particular cases, we may conclude that $\mathrm{Cu}(N)$ is homotopic to a circle. It was proved in [Plotnick, 1982] that certain homology 3 -spheres $N$, obtained by a Dehn surgery of type $\frac{1}{2 a}$ on a knot, smoothly embed in $S^{5}$ with complement a homotopy circle. Since $M-N$ deforms to $\mathrm{Cu}(N)$, it follows that there is a map $\alpha: S^{1} \rightarrow \mathrm{Cu}(N)$ inducing isomorphisms on homotopy and homology groups.

If $k=1$, then a homology 1 -sphere is just a knot $K$ in $S^{3}$. Since $S^{3}-K$ deforms to $\mathrm{Cu}(K)$, the fundamental group of the cut locus is the knot group. Moreover, in the case of real analytic knots in $\mathbb{S}^{3}$, the cut locus is a finite simplicial complex of dimension at most 2 (cf Theorem 4.3.1). Except for the unknot, the knot group is never a free group while the fundamental group of a connected, finite graph is free. This observation establishes that $\mathrm{Cu}(K)$ is always a 2-dimensional simplicial complex, whenever $K$ is a non-trivial (real analytic) knot in $\mathbb{S}^{3}$.

Finally, we will end this chapter by proving that the complement of cut locus deforms to the submanifold.

Theorem 4.3.5. Let $N$ be a closed embedded submanifold of a complete Riemannian manifold $M$. Let $d: M \rightarrow \mathbb{R}$ be the distance function with respect to $N$. If $f=d^{2}$, then its restriction to $M-\mathrm{Cu}(N)$ is a Morse-Bott function, with $N$ as the critical submanifold. Moreover, the gradient flow of $f$ deforms $M-\mathrm{Cu}(N)$ to $N$.

Proof. It follows from Theorem 4.2.1 the map $\exp _{\nu}^{-1}: M-(\mathrm{Cu}(N) \cup N) \rightarrow \nu-\{0\}$ is an (into) diffeomorphism and $\operatorname{dist}(N, q)=\left\|\exp _{\nu}^{-1}(q)\right\|$ and hence the distance function is of class $C^{\infty}$ at $q \in M-(\mathrm{Cu}(N) \cup N)$. Using Fermi coordinates (cf Proposition 4.1.1), we have seen that the distance squared function is smooth
around $N$ and therefore it is smooth on $M-\mathrm{Cu}(N)$. By Corollary 4.1.1, the Hessian of this function at $N$ is non-degenerate in the normal direction. It is wellknown [Sakai, 1996, Proposition 4.8] that $\|\nabla d(q)\|=1$ if $d$ is differentiable at $q \in M$. Thus, for $q \in M-(\mathrm{Cu}(N) \cup N)$ we have

$$
\begin{equation*}
\|\nabla f(q)\|=2 d(q)\|\nabla d(q)\|=2 d(q) \tag{4.12}
\end{equation*}
$$

Let $\gamma$ be the unique unit speed $N$-geodesic that joins $N$ to $q$, i.e.,

$$
\gamma:[0, d(q)] \rightarrow M, \gamma(0)=p, \gamma(d(q))=q,\left\|\gamma^{\prime}\right\|=1
$$

We may write $\nabla f(q)=\lambda \gamma^{\prime}(d(q))+w$, where $w$ is orthogonal to $\gamma^{\prime}(d(q))$. But

$$
\left\langle\left.\nabla f\right|_{q}, \gamma^{\prime}(d(q))\right\rangle=\left.\frac{d}{d t} f(\gamma(d(q)+t))\right|_{t=0}=\left.\frac{d}{d t}\left(d(q)^{2}+2 d(q) t+t^{2}\right)\right|_{t=0}=2 d(q)
$$

Thus, $\lambda=2 d(q)$ and combined with (4.12), we conclude that $\nabla f(q)=$ $2 d(q) \gamma^{\prime}(d(q))$. Therefore, the negative gradient flow line initialized at $q \in M-$ $\mathrm{Cu}(N)$ is given by

$$
\eta(t)=\gamma\left(d(q) e^{-2 t}\right)
$$

These flow lines define a flow which deform $M-\mathrm{Cu}(N)$ to $N$ in infinite time.
The reader may choose to revisit the example of $G L(n, \mathbb{R})$ discussed in Section 3.2 and treat it as a concrete illustration of the Theorem above.
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Due to the classical results of Cartan, Iwasawa and others, we know that any connected Lie group $G$ is diffeomorphic to the product of a maximally compact subgroup $K$ and the Euclidean space. In particular, $G$ deforms to $K$. For semisimple groups, this decomposition is stronger and is attributed to Iwasawa. The Killing form on the Lie algebra $\mathfrak{g}$ is non-degenerate and negative definite for compact semi-simple Lie algebras. For such a Lie group $G$, consider the Levi-Civita connection associated to the bi-invariant metric obtained from negative of the Killing form. This connection coincides with the Cartan connection.

We will consider two examples, both of which are non-compact and non semisimple. We prove that these Lie groups $G$ deformation retract to maximally compact subgroups $K$ via gradient flows of appropriate Morse-Bott functions. This requires a choice of a left-invariant metric which is right- $K$-invariant, and a careful analysis of the geodesics associated with the metric. In particular, we provide a possibly new proof of the surjectivity of the exponential map for $U(p, q)$. The results of this chapter is based on joint work with Basu [Basu and Prasad, 2021, §4].

### 5.1 Matrices with positive determinant

Let $g$ be a left-invariant metric on $G L(n, \mathbb{R})$, the set of all invertible matrices. Recall that a left-invariant metric $g$ on a Lie group is determined by its restriction at the identity. For $A \in G L(n, \mathbb{R})$, consider the left multiplication map $l_{A}: G L(n, \mathbb{R}) \rightarrow G L(n, \mathbb{R}), B \mapsto A B$. This extends to a linear isomorphism from $M(n, \mathbb{R})$ to itself. Thus, the differential $\left(D l_{A}\right)_{I}: T_{I} G L(n, \mathbb{R}) \rightarrow T_{A} G L(n, \mathbb{R})$ is an isomorphism and given by $l_{A}$ itself. For $X, Y \in T_{I} G L(n, \mathbb{R})$,

$$
g_{I}(X, Y)=g_{A}\left(\left(D l_{A}\right)_{I} X,\left(D l_{A}\right)_{I} Y\right)=g_{A}(A X, A Y) .
$$

We choose the left-invariant metric on $G L(n, \mathbb{R})$ generated by the Euclidean metric at $I$. Therefore,

$$
g_{A^{-1}}(X, Y)=\langle A X, A Y\rangle_{I}:=\operatorname{tr}\left((A X)^{T} A Y\right)=\operatorname{tr}\left(X^{T} A^{T} A Y\right) .
$$

Note that this metric is right- $O(n, \mathbb{R})$-invariant. We are interested in the distance between an invertible matrix $A$ (with $\operatorname{det}(A)>0$ ) and $S O(n, \mathbb{R})$. Since $S O(n, \mathbb{R})$ is compact, there exists $B \in S O(n, \mathbb{R})$ such that $d(A, B)=\operatorname{dist}(A, S O(n, \mathbb{R}))$.

Lemma 5.1.1. If $D$ is a diagonal matrix with positive diagonal entries $\lambda_{1}, \cdots, \lambda_{n}$, then

$$
\operatorname{dist}(D, S O(n, \mathbb{R}))=d(D, I)
$$

Moreover, $I$ is the unique minimizer and the associated minimal geodesic is given by $\gamma(t)=e^{t \log D}$.

Proof. Let $B \in S O(n, \mathbb{R})$ satisfying $d(D, B)=\operatorname{dist}(D, S O(n, \mathbb{R}))$. Since with respect to the left-invariant metric $G L^{+}(n, \mathbb{R})$ is complete, there exists a minimal geodesic $\gamma:[0,1] \rightarrow G L^{+}(n, \mathbb{R})$ joining $B$ to $D$, i.e.,

$$
\gamma(0)=B, \quad \gamma(1)=D, \quad \text { and } \quad l(\gamma)=d(D, B)
$$

The first variational principle implies that $\gamma^{\prime}(0)$ is orthogonal to $T_{B} S O(n, \mathbb{R})$. It follows from [Martin and Neff, 2016, §2.1] that $\eta(t)=e^{t W}$ is a geodesic if $W$ is a symmetric matrix. Moreover, $\eta^{\prime}(0)=W$ is orthogonal to $T_{I} S O(n, \mathbb{R})$. As left translation is an isometry and isometry preserves geodesic, it follows that $\gamma(t)=B e^{t W}$ is a geodesic with $\gamma^{\prime}(0)$ orthogonal to $T_{B} S O(n, \mathbb{R})$. By the defining properties of $\gamma, D=\gamma(1)=B e^{W}$. Since $e^{W}$ is symmetric positive definite, we obtain two polar decompositions of $D$, i.e., $D=I D$ and $D=B e^{W}$. By the uniqueness of the polar decomposition for invertible matrices, $B=I$ and $D=e^{W}$.

In order to compute $d(I, D)$, note that

$$
e^{W}=D=e^{\log D}
$$

where $\log D$ denotes the diagonal matrix with entries $\log \lambda_{1}, \cdots, \log \lambda_{n}$. As $W$ and $\log D$ are symmetric, and matrix exponential is injective on the space of symmetric matrices, we conclude that $W=\log D$. The geodesic is given by $\gamma(t)=e^{t \log D}$ and

$$
\begin{equation*}
\operatorname{dist}(D, S O(n, \mathbb{R}))=\left\|\gamma^{\prime}(0)\right\|_{I}=\|\log D\|_{I}=\left(\sum_{i=1}^{n}\left(\log \lambda_{i}\right)^{2}\right)^{\frac{1}{2}} \tag{5.1}
\end{equation*}
$$

Thus, the distance squared function will be given by $\sum_{i=1}^{n}\left(\log \lambda_{i}\right)^{2}$.
Now for any $A \in G L^{+}(n, \mathbb{R})$ we can apply the SVD decomposition, i.e., $A=U D V^{T}$ with $\sqrt{A^{T} A}=V D V^{T}$ and $\log \sqrt{A^{T} A}=V(\log D) V^{T}$. Note that $U, V \in$ $S O(n, \mathbb{R})$ and $D$ is a diagonal matrix with positive entries. The left-invariant metric is right-invariant with respect to orthogonal matrices. Thus,

$$
\operatorname{dist}(A, S O(n, \mathbb{R}))=\operatorname{dist}(D, S O(n, \mathbb{R}))=\|\log D\|_{I}
$$

where the last equality follows from the lemma (see (5.1)). As

$$
\|\log D\|_{I}=\left\|V(\log D) V^{T}\right\|_{I}=\left\|\log \sqrt{A^{T} A}\right\|_{I}
$$

it follows from the arguments of the lemma and the metric being bi- $O(n, \mathbb{R})$ invariant that

$$
\gamma(t)=U e^{t \log D} V^{T}
$$

is a minimal geodesic joining $U V^{T}$ to $A$, realizing $\operatorname{dist}(A, S O(n, \mathbb{R}))$. As the minimizer $U V^{T}$ is unique, $\mathrm{Se}(S O(n, \mathbb{R}))$ is empty, implying that $\mathrm{Cu}(S O(n, \mathbb{R}))$ is empty as well. In fact, $U V^{T}=A \sqrt{A^{T} A}{ }^{-1}$ and

$$
\begin{equation*}
\gamma(t)=U e^{t \log D} V^{T}=U V^{T} V e^{t \log D} V^{T}=A{\sqrt{A^{T} A}}^{-1} e^{t \log \sqrt{A^{T} A}} \tag{5.2}
\end{equation*}
$$

If we compare (3.10), the deformation of $G L(n, \mathbb{R})$ to $O(n, \mathbb{R})$ inside $M(n, \mathbb{R})$, with (5.2), then in both of the cases, an invertible matrix $A$ deforms to $A \sqrt{A^{T} A}{ }^{-1}$. Finally, observe that the normal bundle of $S O(n, \mathbb{R})$ is diffeomorphic to $G L^{+}(n, \mathbb{R})$.

### 5.2 Indefinite unitary groups

Let $n$ be a positive integer with $n=p+q$. Consider the inner product on $\mathbb{C}^{n}$ given by

$$
\left\langle\left(w_{1}, \ldots, w_{n}\right),\left(z_{1}, \ldots, z_{n}\right)\right\rangle=z_{1} \overline{w_{1}}+\cdots+z_{p} \overline{w_{p}}-z_{p+1} \overline{w_{p+1}}-\cdots-z_{n} \overline{w_{n}}
$$

This is given by the matrix $I_{p, q}$ in the following way:

$$
\langle\mathbf{w}, \mathbf{z}\rangle=\overline{\mathbf{w}}^{t} I_{p, q} \mathbf{z}=\left(\begin{array}{lll}
\bar{w}_{1} & \cdots & \bar{w}_{n}
\end{array}\right)\left(\begin{array}{cc}
I_{p} & 0 \\
0 & -I_{q}
\end{array}\right)\left(\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right)
$$

Let $U(p, q)$ denote the subgroup of $G L(n, \mathbb{C})$ preserving this indefinite form, i.e., $\mathscr{A} \in U(p, q)$ if and only if $\mathscr{A}^{*} I_{p, q} \mathscr{A}=I_{p, q}$. In particular, det $\mathscr{A}$ is a complex number of unit length. By convention, $I_{n, 0}=I_{n}$ and $I_{0, n}=-I_{n}$, both of which corresponds to $U(n, 0)=U(n)=U(0, n)$, the unitary group. In all other cases, the inner product is indefinite.

The group $U(1,1)$ is given by matrices of the form

$$
\mathscr{A}=\left(\begin{array}{cc}
\alpha & \beta \\
\lambda \bar{\beta} & \lambda \bar{\alpha}
\end{array}\right), \lambda \in S^{1},|\alpha|^{2}-|\beta|^{2}=1 .
$$

More generally, we shall use

$$
\mathscr{A}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

to denote an element of $U(p, q)$. It follows from the definition that $\mathscr{A} \in U(p, q)$ if and only if

$$
A^{*} A-C^{*} C=I_{p}
$$

$$
\begin{aligned}
A^{*} B-C^{*} D & =0_{p \times q} \\
B^{*} B-D^{*} D & =-I_{q} .
\end{aligned}
$$

Observe that if $A v=0$, then

$$
0=A^{*} A v=C^{*} C v+v
$$

which implies that $C^{*} C$, a positive semi-definite matrix, has -1 as an eigenvalue unless $v=0$. Therefore, $A$ is invertible, and the same argument works for $D$.

Lemma 5.2.1. The intersection of $U(p+q)$ with $U(p, q)$ is $U(p) \times U(q)$. Moreover, if $\mathscr{A} \in U(p, q)$, then $\mathscr{A}^{*}, \sqrt{\mathscr{A}^{*} \mathscr{A}} \in U(p, q)$.

Proof. If $\mathscr{A} \in U(p) \times U(q)$, then

$$
\begin{aligned}
A^{*} A+C^{*} C & =I_{p} \\
B^{*} B+D^{*} D & =I_{q}
\end{aligned}
$$

This implies that both $B$ and $C$ are zero matrices. If $\mathscr{A} \in U(p, q)$, then $\mathscr{A}^{*}=$ $I_{p, q} \mathscr{A}^{-1} I_{p, q}$ and

$$
\begin{aligned}
\left(\mathscr{A}^{*} \mathscr{A}\right)^{*} I_{p, q}\left(\mathscr{A}^{*} \mathscr{A}\right) & =\left(\mathscr{A}^{*} \mathscr{A}\right) I_{p, q}\left(\mathscr{A}^{*} \mathscr{A}\right) \\
& =I_{p, q} \mathscr{A}^{-1} I_{p, q} \mathscr{A} I_{p, q} I_{p, q} \mathscr{A}^{-1} I_{p, q} \mathscr{A} \\
& =I_{p, q}=\mathscr{A}^{*} I_{p, q} \mathscr{A} .
\end{aligned}
$$

This also implies that $\mathscr{A} I_{p, q} \mathscr{A}^{*}=I_{p, q}$.
All the eigenvalues of $\mathscr{A}^{*} \mathscr{A}$ are positive. Moreover, if $\lambda$ is an eigenvalue of $\mathscr{A}^{*} \mathscr{A}$ with eigenvector $\mathbf{v}=\left(v_{1}, \ldots, v_{p}, v_{p+1}, \ldots, v_{n}\right)$, then

$$
I_{p, q} \mathbf{v}=\mathscr{A}^{*} \mathscr{A} I_{p, q} \mathscr{A}^{*} \mathscr{A} \mathbf{v}=\lambda\left(\mathscr{A}^{*} \mathscr{A} I_{p, q} \mathbf{v}\right)
$$

which implies that $\lambda^{-1}$ is also an eigenvalue with eigenvector $\mathbf{v}^{\prime}=$ $\left(v_{1}, \ldots, v_{p},-v_{p+1}, \ldots,-v_{n}\right)$. If $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$ is an eigenbasis of $\mathscr{A}^{*} \mathscr{A}$ with (possibly repeated) eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, then

$$
\sqrt{\mathscr{A}^{*} \mathscr{A}} I_{p, q} \sqrt{\mathscr{A}^{*} \mathscr{A}} \mathbf{v}_{j}=\sqrt{\mathscr{A}^{*} \mathscr{A}} I_{p, q} \sqrt{\lambda_{j}} \mathbf{v}_{j}=\sqrt{\lambda_{j}} \sqrt{\mathscr{A}^{*} \mathscr{A}} \mathbf{v}_{j}^{\prime}=\mathbf{v}_{j}^{\prime}=I_{p, q} \mathbf{v}_{j}
$$

Thus, $\sqrt{\mathscr{A}^{*} \mathscr{A}}$ satisfies the defining relation for a matrix to be in $U(p, q)$.
We may use the polar decomposition (for matrices in $G L(n, \mathbb{C})$ ) to write

$$
\mathscr{A}=U|\mathscr{A}|, \text { where } U=\mathscr{A}\left(\sqrt{\mathscr{A}^{*} \mathscr{A}}\right)^{-1},|\mathscr{A}|=\sqrt{\mathscr{A}^{*} \mathscr{A}}
$$

where $U,|\mathscr{A}| \in U(p, q)$. For $\mathrm{U}(1,1)$ this decomposition takes the form

$$
\left(\begin{array}{cc}
\alpha & \beta \\
\lambda \bar{\beta} & \lambda \bar{\alpha}
\end{array}\right)=\left(\begin{array}{cc}
\frac{\alpha}{|\alpha|} & 0 \\
0 & \lambda \frac{\bar{\alpha}}{|\alpha|}
\end{array}\right)\left(\begin{array}{cc}
|\alpha| & \frac{|\alpha| \beta}{\alpha} \\
\frac{|\alpha| \bar{\beta}}{\bar{\alpha}} & |\alpha|
\end{array}\right)
$$

The Lie algebra $\mathfrak{u}_{p, q}$ is given by matrices $X \in M_{n}(\mathbb{C})$ such that

$$
X^{*} I_{p, q}+I_{p, q} X=0 .
$$

This is real Lie subalgebra of $M_{p+q}(\mathbb{C})$. It contains the subalgebras $\mathfrak{u}_{p}, \mathfrak{u}_{q}$ as Lie algebras of the subgroups $U(p) \times I_{q}$ and $I_{p} \times U(q)$. Consider the inner product

$$
\langle\cdot, \cdot\rangle: \mathfrak{u}_{p, q} \times \mathfrak{u}_{p, q} \rightarrow \mathbb{R}, \quad\langle X, Y\rangle:=\operatorname{trace}\left(X^{*} Y\right)
$$

Lemma 5.2.2. The inner product is symmetric and positive-definite.
Proof. Note that

$$
\langle X, Y\rangle=\operatorname{trace}\left(-I_{p, q} X I_{p, q} Y\right)=\operatorname{trace}\left(-I_{p, q} Y I_{p, q} X\right)=\langle Y, X\rangle
$$

Since $\overline{\langle X, Y\rangle}=\langle Y, X\rangle$ due to the invariance of trace under transpose, we conclude that the inner product is real and symmetric. It is positive-definite as $\langle X, X\rangle=$ $\operatorname{trace}\left(X^{*} X\right) \geq 0$ and equality holds if and only if $X$ is the zero matrix.

The Riemannian metric obtained by left translations of $\langle\cdot, \cdot\rangle$ will also be denoted by $\langle\cdot, \cdot\rangle$. We shall analyze the geodesics for this metric. The Lie algebra $\mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$ of $U(p) \times U(q)$ consists of

$$
\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right), A+A^{*}=0, D+D^{*}=0
$$

Let $\mathfrak{n}$ denote the orthogonal complement of $\mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$ inside $\mathfrak{u}_{p, q}$. As $\mathfrak{n}$ is of (complex) dimension $p q$, and

$$
\left\{\left.\left(\begin{array}{cc}
0 & B \\
B^{*} & 0
\end{array}\right) \right\rvert\, B \in M_{p, q}(\mathbb{C})\right\}
$$

is contained in $\mathfrak{n}$, this is all of it. We may verify that

$$
\begin{aligned}
& {\left[\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right),\left(\begin{array}{cc}
0 & B \\
B^{*} & 0
\end{array}\right)\right]=\left(\begin{array}{cc}
0 & A B-B D \\
D B^{*}-B^{*} A & 0
\end{array}\right) \in \mathfrak{n}} \\
& {\left[\left(\begin{array}{cc}
0 & B \\
B^{*} & 0
\end{array}\right),\left(\begin{array}{cc}
0 & C \\
C^{*} & 0
\end{array}\right)\right]=\left(\begin{array}{cc}
B C^{*}-C B^{*} & 0 \\
0 A & B^{*} C-C^{*} B
\end{array}\right) \in \mathfrak{u}_{p} \oplus \mathfrak{u}_{q} .}
\end{aligned}
$$

Lemma 5.2.3. Let $\gamma$ be the integral curve, initialized at $e$, for a left-invariant vector field $Y$. This curve is a geodesic if $Y(e)$ either belongs to $\mathfrak{n}$ or to $\mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$.

Proof. The Levi-Civita connection $\nabla$ is given by the Koszul formula
$2\left\langle X, \nabla_{Z} Y\right\rangle=Z\langle X, Y\rangle+Y\langle X, Z\rangle-X\langle Y, Z\rangle+\langle Z,[X, Y]\rangle+\langle Y,[X, Z]\rangle-\langle X,[Y, Z]\rangle$.
Putting $Z=Y$ and $X$, two left-invariant vector fields, in the above, we obtain

$$
\left\langle X, \nabla_{Y} Y\right\rangle=\langle Y,[X, Y]\rangle
$$

To prove our claim, it suffices to show that $\nabla_{Y} Y=0$, ie, $\langle Y,[X, Y]\rangle=0$ for any $X$. Let us assume that $Y(e) \in \mathfrak{n}$. If $X(e) \in \mathfrak{n}$, then $[X(e), Y(e)] \in \mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$, which implies that $\langle Y(e),[X(e), Y(e)]\rangle=0$. If $X(e) \in \mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$, then

$$
\begin{aligned}
\langle Y,[X, Y]\rangle & =\left\langle\left(\begin{array}{cc}
0 & B \\
B^{*} & 0
\end{array}\right),\left(\begin{array}{cc}
0 & A B-B D \\
D B^{*}-B^{*} A & 0
\end{array}\right)\right\rangle \\
& =\operatorname{trace}\left(\begin{array}{cc}
B\left(D B^{*}-B^{*} A\right) & 0 \\
0 & B^{*}(A B-B D)
\end{array}\right) \\
& =\operatorname{trace}\left(B D B^{*}-B B^{*} A\right)+\operatorname{trace}\left(B^{*} A B-B^{*} B D\right) \\
& =0
\end{aligned}
$$

by the cyclic property of trace. Thus, $\nabla_{Y} Y=0$ if $Y(e) \in \mathfrak{n}$; similar proof works if $Y(e) \in \mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$.

Remark 5.2.1. An integral curve of a left-invariant vector field (also called 1parameter subgroups) need not be a geodesic in $U(p, q)$. For instance, if $X+Y$ is a left-invariant vector field given by $X(e) \in \mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$ and $Y(e) \in \mathfrak{n}$, then $\nabla_{X+Y}(X+$ $Y)=0$ if and only if $\nabla_{X} Y=\frac{1}{2}[X, Y]$ and $\nabla_{Y} X=\frac{1}{2}[Y, X]$. This happens if and only if the metric is bi-invariant, i.e.,

$$
\langle[X, Z], Y\rangle=\langle X,[Z, Y]\rangle
$$

This is not true in general; for instance, with $X(e) \in \mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$ and linearly independent $Y(e), Z(e) \in \mathfrak{n}$, we get $\langle[X, Z], Y\rangle-\langle X,[Z, Y]\rangle \neq 0$.

Consider the matrix

$$
Y=\left(\begin{array}{cc}
0 & B \\
B^{*} & 0
\end{array}\right) \in \mathfrak{n} .
$$

Let $B=U \sqrt{B^{*} B}$ and $B^{*}=\sqrt{B^{*} B} U^{*}$ be the polar decompositions for the rectangular matrices. It follows from direct computation that

$$
\begin{aligned}
e^{Y} & =\left(\begin{array}{cc}
I_{p}+\frac{B B^{*}}{2!}+\frac{\left(B B^{*}\right)^{2}}{4!}+\cdots & \frac{B}{1!}+\frac{B\left(B^{*} B\right)}{3!}+\frac{B\left(B^{*} B\right)^{2}}{5!}+\cdots \\
\frac{B^{*}}{1!}+\frac{\left(B^{*} B\right) B^{*}}{3!}+\frac{\left(B^{*} B\right)^{2} B^{*}}{5!}+\cdots & I_{q}+\frac{B^{*} B}{2!}+\frac{\left(B^{*} B\right)^{2}}{4!}+\cdots
\end{array}\right) \\
& =\left(\begin{array}{cc}
\cosh \left(\sqrt{B B^{*}}\right) & U \sinh \left(\sqrt{B^{*} B}\right) \\
\sinh \left(\sqrt{B^{*} B}\right) U^{*} & \cosh \left(\sqrt{B^{*} B}\right)
\end{array}\right) .
\end{aligned}
$$

It can be checked that

$$
e^{\mathfrak{n}} \cap(U(p) \times U(q))=\left\{I_{n}\right\} .
$$

It is known that the non-zero eigenvalues of $Y$ are the non-zero eigenvalues of $\sqrt{B B^{*}}$ and their negatives.

Theorem 5.2.1. For any element $\mathscr{A} \in U(p, q)$, the associated matrix $\sqrt{\mathscr{A}^{*} \mathscr{A}}$ can be expressed uniquely as $e^{Y}$ for $Y \in \mathfrak{n}$. Moreover, there is a unique way to express $\mathscr{A}$ as a product of a unitary matrix and an element of $e^{\mathrm{n}}$, and it is given by the polar decomposition.

In order to prove the result, we discuss some preliminaries on logarithm of complex matrices. In general, there is no unique logarithm. However, the Gregory series

$$
\log A=-\sum_{m=0}^{\infty} \frac{2}{2 m+1}\left[(I-A)(I+A)^{-1}\right]^{2 m+1}
$$

converges if all the eigenvalues of $A \in M_{n}(\mathbb{C})$ have positive real part, see [Higham, 2008, §11.3, page 273]. In particular, $\log A$ is well-defined for Hermitian positive-definite matrix. This is often called the principal logarithm of $A$. This logarithm satisfies $e^{\log A}=A$. There is an integral form of logarithm that applies to matrices without real or zero eigenvalues; it is given by

$$
\log A=(A-I) \int_{0}^{1}[s(A-I)+I]^{-1} d s
$$

Lemma 5.2.4. The inverse of $\mathscr{A}^{*} \mathscr{A}+I_{n}$ for $\mathscr{A} \in U(p, q)$ is given by

$$
\left[\mathscr{A}^{*} \mathscr{A}+I_{n}\right]^{-1}=\frac{1}{2}\left(\begin{array}{cc}
I_{p} & -A^{-1} B \\
-B^{*}\left(A^{*}\right)^{-1} & I_{q}
\end{array}\right)
$$

Proof. Since $\mathscr{A}^{*} \mathscr{A}$ has only positive eigenvalues, $\mathscr{A}^{*} \mathscr{A}+I_{n}$ has no kernel. We note that

$$
\mathscr{A}^{*} \mathscr{A}+I_{n}=\left(\begin{array}{cc}
2 C^{*} C+2 I_{p} & 2 A^{*} B \\
2 B^{*} A & 2 B^{*} B+2 I_{q}
\end{array}\right)=\left(\begin{array}{cc}
2 A^{*} A & 2 A^{*} B \\
2 B^{*} A & 2 D^{*} D
\end{array}\right) .
$$

The inverse matrix satisfies

$$
\left(\begin{array}{cc}
2 A^{*} A & 2 A^{*} B \\
2 B^{*} A & 2 D^{*} D
\end{array}\right)\left(\begin{array}{cc}
E & F \\
F^{*} & G
\end{array}\right)=\left(\begin{array}{cc}
I_{p} & 0 \\
0 & I_{q}
\end{array}\right) .
$$

As the matrices are Hermitian, the three constraints that $E, F, G$ must satisfy (and are uniquely determined by) are

$$
\begin{aligned}
E & =\frac{1}{2}\left(A^{*} A\right)^{-1}-A^{-1} B F^{*} \\
G & =\frac{1}{2}\left(D^{*} D\right)^{-1}-D^{-1} C F \\
F & =-A^{-1} B G
\end{aligned}
$$

We note that $E=\frac{1}{2} I_{p}, G=\frac{1}{2} I_{q}$ and $F=-\frac{1}{2} A^{-1} B$ satisfy the above equations. For instance,

$$
\begin{aligned}
\frac{1}{2}\left(A^{*} A\right)^{-1}-A^{-1} B F^{*} & =\frac{1}{2}\left(A^{*} A\right)^{-1}+\frac{1}{2} A^{-1} B B^{*}\left(A^{*}\right)^{-1} \\
& =\frac{1}{2}\left(A^{*} A\right)^{-1}+\frac{1}{2} A^{-1}\left(A A^{*}-I_{p}\right)\left(A^{*}\right)^{-1}=\frac{1}{2} I_{p}
\end{aligned}
$$

where $B B^{*}=A A^{*}-I_{p}$ is a consequence of $\mathscr{A}^{*} \in U(p, q)$. Yet another consequence is $A C^{*}=B D^{*}$, which is equivalent to

$$
A^{-1} B=\left(D^{-1} C\right)^{*}
$$

In a similar vein,

$$
\begin{aligned}
\frac{1}{2}\left(D^{*} D\right)^{-1}-D^{-1} C F & ==\frac{1}{2}\left(D^{*} D\right)^{-1}+\frac{1}{2} D^{-1} C C^{*}\left(D^{*}\right)^{-1} \\
& =\frac{1}{2}\left(D^{*} D\right)^{-1}+\frac{1}{2} D^{-1}\left(D D^{*}-I_{q}\right)\left(D^{*}\right)^{-1} \\
& =\frac{1}{2} I_{q}
\end{aligned}
$$

where $C C^{*}=D D^{*}-I_{q}$ is due to $\mathscr{A}^{*} \in U(p, q)$.
Proof of Theorem 5.2.1. We use Gregory series expansion for computing the principal logarithm of $\mathscr{A}^{*} \mathscr{A}$ along with Lemma 5.2.4:

$$
\log \left(\mathscr{A}^{*} \mathscr{A}\right)
$$

$$
\begin{aligned}
& =\sum_{m=0}^{\infty} \frac{2}{2 m+1}\left[2\left(\begin{array}{cc}
A^{*} A-I_{p} & A^{*} B \\
B^{*} A & D^{*} D-I_{q}
\end{array}\right) \frac{1}{2}\left(\begin{array}{cc}
I_{p} & -A^{-1} B \\
-B^{*}\left(A^{*}\right)^{-1} & I_{q}
\end{array}\right)\right]^{2 m+1} \\
& =\sum_{m=0}^{\infty} \frac{2}{2 m+1}\left(\begin{array}{cc}
0 & A^{-1} B \\
B^{*}\left(A^{*}\right)^{-1} & 0
\end{array}\right)^{2 m+1}
\end{aligned}
$$

We set $Y=\frac{1}{2} \log \left(\mathscr{A}^{*} \mathscr{A}\right)$. It is clear that $Y \in \mathfrak{n}$ and $e^{Y}=\sqrt{\mathscr{A}^{*} \mathscr{A}}$. It is known that the exponential map is injective on Hermitian matrices. This implies the uniqueness of $Y$.

If $U_{1} e^{Y_{1}}=U_{2} e^{Y_{2}}$ are two decompositions of $\mathscr{A} \in U(p, q)$ with $U_{i} \in \mathrm{U}(p) \times \mathrm{U}(q)$ and $Y_{i} \in \mathfrak{n}$, then

$$
e^{2 Y_{1}}=e^{Y_{1}} U_{1}^{*} U_{1} e^{Y_{1}}=e^{Y_{2}} U_{2}^{*} U_{2} e^{Y_{2}}=e^{2 Y_{2}} .
$$

By the injectivity of the exponential map (on Hermitian matrices), we obtain $Y_{1}=$ $Y_{2}$, which implies that $U_{1}=U_{2}$.

We infer the following (see [Yakubovich and Starzhinskii, 1975, Lemma 1, page 211] for a different proof) result.

Corollary 5.2.1. The exponential map exp : $\mathfrak{u}_{p, q} \rightarrow U(p, q)$ is surjective.

Proof. Using the polar decomposition and Theorem 5.2.1,

$$
\mathscr{A}=\mathscr{A}\left(\sqrt{\mathscr{A}^{*} \mathscr{A}}\right)^{-1} \sqrt{\mathscr{A}^{*} \mathscr{A}}=\mathscr{A}\left(\sqrt{\mathscr{A}^{*} \mathscr{A}}\right)^{-1} e^{Y} .
$$

Since the matrix exponential is surjective for $U(p) \times U(q)$, choose $Z \in \mathfrak{u}_{p} \oplus \mathfrak{u}_{q}$ such that $e^{Z}=\mathscr{A}\left(\sqrt{\mathscr{A}^{*} \mathscr{A}}\right)^{-1}$. By Baker-Campbell-Hausdorff formula, we may express $e^{Z} e^{Y}$ as exponential of an element in $\mathfrak{u}_{p, q}$.

The distance from any matrix $\mathscr{A} \in U(p, q)$ to $U(p) \times U(q)$ is given by the length of the curve

$$
\gamma(t)=\mathscr{A}\left(\sqrt{\mathscr{A}^{*} \mathscr{A}}\right)^{-1} e^{t Y}
$$

which can be computed (and simplified via left-invariance) as follows

$$
\ell(\gamma)=\int_{0}^{1}\left\|\gamma^{\prime}(t)\right\|_{\gamma(t)} d t=\int_{0}^{1}\|Y\| d t=\|Y\| .
$$

Note that

$$
\|Y\|^{2}=\operatorname{trace}\left(Y^{*} Y\right)=\operatorname{trace}\left[\frac{1}{4}\left(\log \left(\mathscr{A}^{*} \mathscr{A}\right)\right)^{2}\right] .
$$

Thus, the distance squared function is given by

$$
d^{2}: U(p, q) \rightarrow \mathbb{R}, \mathscr{A} \mapsto \frac{1}{4} \text { trace }\left[\left(\log \left(\mathscr{A}^{*} \mathscr{A}\right)\right)^{2}\right] .
$$

## Equivariant cut locus
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Let $M$ be a smooth manifold on which a compact Lie group $G$ acts freely. It is known that $M / G$ is a smooth manifold. Moreover, if $M$ has a Riemannian metric and $G$ acts isometrically, then there is an induced Riemannian metric on $M / G$. Let $N$ be a $G$-invariant submanifold of $M$. We want to find the cut locus of $N / G$ in $M / G$. In this chapter we will discuss the equality between $\mathrm{Cu}(N) / G$ and $\mathrm{Cu}(N / G)$. We will start the chapter by motivating with an example, then state the theorem and then recall Riemannian submersion which will be useful for the proof of the theorem. At the end we will discuss an application of this result to complex projective hypersurfaces.

### 6.1 Statement of the theorem

Let us discuss an example which will be helpful to arrive at the statement of the main theorem. Let $\mathbb{R P}^{n}$ denotes the $n$-dimensional real projective space which is obtained from $\mathbb{S}^{n}$ by identifying points $p$ and $-p$. Equivalently, this space can be obtained from the action of $\mathbb{Z}_{2}$ on $\mathbb{S}^{n}$. We know from Example 2.3.4 that for a point $p \in \mathbb{R} \mathbb{P}^{n}$, the cut locus is $\mathbb{R}^{\left(P^{n-1}\right.}$. In Example 3.1.5, we showed that $\mathrm{Cu}\left(\mathbb{S}_{i}^{k}\right)=\mathbb{S}_{l}^{n-k-1}$, where $\mathbb{S}_{i}^{k} \hookrightarrow \mathbb{S}^{n}$ denote the embedding of the $k$-sphere in the first $k+1$ coordinates while $\mathbb{S}_{l}^{n-k-1}$ denote the embedding of the ( $n-k-1$ )-sphere in the last $n-k$ coordinates. So we have


Similarly, one can see a similar diagram for the complex projective space $\mathbb{C P}^{n}$
which is obtained by taking $\mathbb{S}^{1}$ action on $\mathbb{S}^{2 n+1}$. We have


Thus, it is natural to ask whether the following diagram commutes for a compact Lie group $G$.


The above diagram make sense if $N$ and $\mathrm{Cu}(N)$ are $G$-invariant subsets. Note that if the action is free and isometric, i.e., length of the curves $\gamma$ and $g \cdot \gamma$ are the same, then $\operatorname{Se}(N)$ is $G$-invariant. Now to show that the cut locus of $N$, which


Figure 6.1: $\operatorname{Se}(N)$ is $G$-invariant
is the closure of $\operatorname{Se}(N)$, is $G$-invariant we take $x \in \overline{\operatorname{Se}(N)}$. So there exists a sequence $\left(x_{n}\right) \subset \operatorname{Se}(N)$ such that $x_{n} \rightarrow x$ (this convergence is with respect to the Riemannian metric). This implies $g \cdot x_{n} \rightarrow g \cdot x$ as the action is continuous. Hence, $g \cdot x \in \operatorname{Se}(N)$.

The following theorem tells us that the above diagram commutes if $G$ is a compact Lie group and the action is free and isometric.

Theorem 6.1.1 (Equivariant cut locus theorem). Let $M$ be a closed and connected Riemannian manifold and $G$ be any compact Lie group which acts on $M$ freely and isometrically. Let $N$ be any $G$-invariant closed submanifold of $M$, then we have an equality

$$
\mathrm{Cu}(N) / G=\mathrm{Cu}(N / G) .
$$

Remark 6.1.1. (i) If the action of $G$ is not isometric, then we can construct a $G$-invariant metric on $M$ by averaging any metric on $M$ over $G$. In fact, for any $p \in M$ and any vectors $\mathbf{v}_{1}, \mathbf{v}_{2} \in T_{p} M$, we can define

$$
\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle:=\int_{G}\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle_{g \cdot p} d g
$$

where the integral is taken with respect to the Haar measure. Then the theorem is valid with respect to the new metric.
(ii) Recall that, in Theorem 4.3.5, we proved that the gradient flow of distance squared function from the submanifold $N$ deforms $M-\mathrm{Cu}(N)$ to $N$. By construction, the flow lines are $G$-invariant. So we also have that $M / G-$ $\mathrm{Cu}(N) / G$ deforms to $N / G$.

To prove the theorem we have to encounter mainly two problems.
a. Whether a distance minimal geodesic in $M$ projects down to a distance minimal geodesic in $M / G$ ?
b. Whether a distance minimal geodesic in $M / G$ lifts to a distance minimal geodesic in $M$ ?

### 6.2 Proof of the equivariant cut locus theorem

In this section we will recall some results on Riemannian submersion and most of the results can be found in the book [Michor, 2008, Chapter V, section 26].

Definition 6.2.1. Let $\pi: E \rightarrow B$ be a smooth principal $G$-bundle. An Ehresmann connection on $E$ is a smooth subbundle $\mathscr{H}$ of $T E$, called the horizontal bundle of the connection, such that $T E=\mathscr{H} \oplus \mathscr{V}$, where $\mathscr{V}_{p}=$ $\operatorname{ker}\left(d \pi_{p}: T_{p} E \rightarrow T_{\pi(p)} B\right)$.

The bundle $\mathscr{V}$ is called the vertical bundle, and it is independent of the connection chosen. It follows from the definition that $\mathscr{H}_{p}$ depends smoothly on $p$ and $\mathscr{H}_{p} \cap \mathscr{V}_{p}=\{0\}$. Moreover, the map $d \pi_{p}$ restricts to $\mathscr{H}_{p}$ is an isomorphism on $T_{\pi(p)} B$. If $E$ is a Riemannian manifold with metric $g$, then by choosing a horizontal bundle $\mathscr{H}$ we have $\mathscr{H}_{p}=\mathscr{V}_{p}^{\perp}$.

Definition 6.2.2. A smooth submersion $\pi:(E, g) \rightarrow\left(B, g^{\prime}\right)$ is called a Riemannian submersion if the linear map $d \pi_{p}$ preserves the length of the horizontal vectors for each point $p \in E$. Equivalently, $d \pi_{p}$ is a linear isometry between $\mathscr{H}_{p}$ and $T_{\pi(p)} B$.

Using the above definitions we can define the following type of vectors.

Definition 6.2.3. Let $\pi: E \rightarrow B$ be a Riemannian submersion. A vector field $X \in \mathfrak{X}(E)$ is called

- vertical if for any $p \in E, X_{p} \in \mathscr{V}_{p}$, denoted by $X^{\text {ver }}$, and
- horizontal if for any $p \in E, X_{p} \in \mathscr{H}_{p}$, denoted by $X^{\text {hor }}$.

We can uniquely decompose any vector field $X \in \mathfrak{X}(E)$ as

$$
X=X^{\mathrm{ver}}+X^{\mathrm{hor}}
$$

into its horizontal and vertical components.
Once we have a connection, we now have a preferred way of lifting vectors from $T B$ to $T E$. Recall that a vector $\tilde{X} \in T_{e} E$ is a lift of $X \in T_{\pi(e) B}$ if $T_{e} \pi(\tilde{X})=X$. In absence of a connection, there are many different choices of lifts of a vector, and any two choices differ by a vertical vector. That is, if $\tilde{X}, \tilde{X}^{\prime}$ are lifts of $X$, then $\tilde{X}-\tilde{X}^{\prime}$ is vertical. Once we have a connection, we can define the horizontal lift (with respect to a connection $\mathscr{H}$ ) of $X$ as the horizontal component of any lift of $X$. This definition is, of course, independent of the choice of lift, since any two differ by a vertical vector, whose horizontal component vanishes. Similarly, we can lift vector fields by lifting them in a pointwise fashion.

Definition 6.2.4 (Horizontal lift of vector fields). Let $X \in \mathfrak{X}(B)$ be a vector field and $\mathscr{H} \subset T E$ an Ehresmann connection on $E$. We define the horizontal lift of $X$ as the vector field $\tilde{X} \in \mathscr{X}(E)$ which satisfies $d \pi(\tilde{X})=X$ and $\tilde{X}_{e} \in \mathscr{H}_{e}$ for all $e \in E$.

Suppose that we have a curve $\gamma:[0,1] \rightarrow B$. At each point over the curve, we have a vector $\gamma^{\prime}(t) \in T_{\gamma(t)} B$, which we can lift to the fiber above $\gamma(t)$. So if we choose a starting point $e_{0} \in \pi^{-1}(\gamma(0))$, we can find an integral curve along all these lifted vectors on the fibers over the curve $\gamma$. In the end we obtain a curve $\tilde{\gamma}:[0,1] \rightarrow E$ satisfying $\pi \circ \tilde{\gamma}=\gamma, \tilde{\gamma}(0)=e_{0}$, and $\tilde{\gamma}^{\prime}(t) \in \mathscr{H}_{\tilde{\gamma}(t)}$ for all $t$. We call it a horizontal lift of $\gamma$.

Definition 6.2.5 (Horizontal lift of a curve). Let $\pi: E \rightarrow B$ be a fiber bundle with a connection $\mathscr{H}$. Let $\gamma$ be a smooth curve in $B$ through $\gamma(0)=b$. Let $e \in E$ be such that $\pi(e)=b$. A horizontal lift of $\gamma$ through $e$ is a curve $\tilde{\gamma}$ in $E$ such that $\pi \circ \tilde{\gamma}=\gamma, \tilde{\gamma}(0)=e$, and $\tilde{\gamma}^{\prime}(t) \in \mathscr{H}_{\tilde{\gamma}(t)}$.

For every point $t_{0} \in(0,1)$, we can find $\varepsilon>0$ such that the vector field $\gamma^{\prime}$ can be extended to a vector field over $\left.\gamma\right|_{\left(t_{0}-\varepsilon, t_{0}+\varepsilon\right)}$. Then we look at the horizontal vector field $\tilde{X}$ defined on the bundle $\left.E\right|_{U}$, where $U \supseteq \gamma\left(\left(t_{0}-\varepsilon, t_{0}+\varepsilon\right)\right)$. Then $\tilde{\gamma}$ is the integral curve of $\tilde{X}$ starting at the prescribed point $e_{0} \in \pi^{-1}(\gamma(0))$. Since $[0,1]$ is compact, a usual gluing argument will help us to construct a horizontal lift of $\gamma$. Hence, we have the following proposition. For a detailed proof of the proposition we refer the reader to [Lang, 1999, Chapter XIV, Proposition 3.5(i)].

Proposition 6.2.1. Given a smooth path $\gamma:[0,1] \rightarrow B$ such that $\gamma(0)=b$ and $e_{0} \in \pi^{-1}(b)$, there is a unique horizontal lift $\tilde{\gamma}$ of $\gamma$ through $e_{0} \in E$.

Recall the Quotient manifold theorem [Lee, 2013, Theorem 21.10].

Theorem 6.2.1 (Quotient Manifold Theorem). Suppose a Lie group $G$ acting smoothly, freely, and properly on a smooth manifold $M$. Then the orbit space $M / G$ is a topological manifold of dimension equal to $\operatorname{dim} M-\operatorname{dim} G$, and has a unique smooth structure with the property that the quotient map $\pi: M \rightarrow$ $M / G$ is a smooth submersion.

Using the above theorem, we can define a unique metric on $M / G$ such that $\pi$ is a Riemannian submersion. In fact, for any $x \in M / G$ and $p \in \pi^{-1}(x)$, we take the vertical space $\mathscr{V}_{p}:=\operatorname{ker} d \pi_{p}$ and the horizontal space $\mathscr{H}_{p}:=\mathscr{V}_{p}^{\perp}$ so that $T_{p} M=\mathscr{V}_{p} \oplus \mathscr{H}_{p}$. Since $d \pi_{p}$ is surjective, then $\left.d \pi_{p}\right|_{\mathscr{H}_{p}}: \mathscr{H}_{p} \rightarrow T_{\pi(p)} M / G$ is a bijection. Define

$$
h_{x}(v, w):=\left\langle\left. d \pi^{-1}\right|_{\mathscr{H}_{p}}(v),\left.d \pi^{-1}\right|_{\mathscr{H}_{p}}(w)\right\rangle .
$$

Since the action is isometric, the metric is independent of the choice of point $p$. Thus, $h$ defines a well-defined metric on $M / G$ and $\pi$ is a Riemannian submersion.

The following is the key lemma for proving Theorem 6.1.1 and the proof of the same can be found in [Michor, 2008, Lemma 26.11].

Lemma 6.2.1. Let $\left(E, g_{E}\right)$ and $\left(B, g_{B}\right)$ be two Riemannian manifolds and $\pi$ : $E \rightarrow B$ be a Riemannian submersion. Let $\gamma$ be a geodesic in $B$ and $\tilde{\gamma}$ be the horizontal lift of $\gamma$. Then we have:

1. The length of $\gamma$ and $\tilde{\gamma}$ are same.
2. $\tilde{\gamma}^{\prime}(t)$ is perpendicular to each fiber $E_{\tilde{\gamma}(t)}$.
3. $\tilde{\gamma}$ is a geodesic in $E$.

We also have the following result.
Theorem 6.2.2 ( $O^{\prime}$ 'Neill). Let $\pi: E \rightarrow B$ be a Riemannian submersion. If $\tilde{\gamma}$ is a geodesic in $E$ and $\tilde{\gamma}^{\prime}(0) \in \mathscr{H}_{\tilde{\gamma}(0)}$, then $\tilde{\gamma}^{\prime}(t) \in \mathscr{H}_{\tilde{\gamma}(t)}$ for all $t$. Moreover, $\pi \circ \tilde{\gamma}$ is a geodesic in $B$ and the length is preserved.

The above theorem can also be proved using Lemma 6.2.1, see [Michor, 2008, Corollary 26.12].

Combining Lemma 6.2.1 and Theorem 6.2.2, we have the following correspondence.

Theorem 6.2.3. There is a one-to-one correspondence between the geodesics on $M / G$ and geodesics on $M$ which are horizontal.

We now ready to prove Theorem 6.1.1.
Proof of Theorem 6.1.1. Note that if $\tilde{\gamma}$ is an $N$-geodesic, then $\tilde{\gamma}^{\prime}(1) \in \mathscr{H}_{\tilde{\gamma}(1)}$ and from Theorem 6.2.2 $\tilde{\gamma}^{\prime}(t) \in \mathscr{H}_{\tilde{\gamma}(t)}$ and hence $\tilde{\gamma}$ is a horizontal geodesic which implies $\gamma=\pi \circ \tilde{\gamma}$ is a geodesic in $M / G$.

Let $\tilde{p} \in \operatorname{Se}(N)$. This implies there exists at least two $N$-geodesic, say $\tilde{\gamma}$ and $\tilde{\eta}$ such that $l(\tilde{\gamma})=l(\tilde{\eta})=d(\tilde{p}, N)$. Let us denote $\gamma=\pi \circ \tilde{\gamma}$ and $\eta=\pi \circ \tilde{\eta}$. Due to uniqueness of horizontal lift (Proposition 6.2.1), $\gamma$ and $\eta$ will be two different geodesics and the lengths will be same. Also, note that as $\tilde{\gamma}$ is an $N$-geodesic, $\gamma$ will be an $N / G$ geodesic. Otherwise, there exists an $N / G$-geodesic $\delta$ joining $p$ to $N / G$ which gives a horizontal lift $\tilde{\delta}$ whose length is strictly less than $\tilde{\gamma}$, a contradiction (see Figure 6.2). Hence, $\pi(\tilde{p}) \in \operatorname{Se}(N / G)$. On the other hand, if $\gamma$


Figure 6.2: $N$-geodesics maps to $N / G$-geodesics
is an $N / G$ geodesic starting from $p$, then its horizontal lift $\tilde{\gamma}$ will be a geodesic. In fact, it will be an $N$-geodesic. If not, let $\tilde{\eta}$ be such that $l(\tilde{\eta})=d(\tilde{p}, N)$ which implies $\tilde{\eta}$ is horizontal. Hence, $\eta$ will be a geodesic and

$$
\begin{aligned}
l(\gamma) & =d(p, N / G)=l(\eta) \\
& =l(\tilde{\eta})<l(\tilde{\gamma})=l(\gamma),
\end{aligned}
$$

a contradiction. Thus $\tilde{p} \in \operatorname{Se}(N)$. This proves that $\operatorname{Se}(N) / G=\operatorname{Se}(N / G)$. In order to prove the theorem, note that we have the following relation.

$$
\operatorname{Se}(N / G) \subseteq \overline{\operatorname{Se}(N)} / G \subseteq \overline{\operatorname{Se}(N / G)} .
$$

As $\overline{\operatorname{Se}(N)}$ is a closed set and $G$ is a compact Lie group, so $\overline{\operatorname{Se}(N)} / G$ is closed. Thus, we have

$$
\overline{\operatorname{Se}(N)} / G=\overline{\operatorname{Se}(N / G)} \Longrightarrow \mathrm{Cu}(N) / G=\mathrm{Cu}(N / G) .
$$

We will discuss some examples based on the above result. Recall from Example 3.1.5,

$$
\mathrm{Cu}\left(\mathbb{S}_{i}^{k}\right)=\mathbb{S}_{l}^{n-k-1}
$$

Example 6.2.1 (Real projective spaces). Take $M=\mathbb{S}^{n}, N=\mathbb{S}_{i}^{k}$ and $G=\mathbb{S}^{0} \cong \mathbb{Z}_{2}$. Applying Theorem 6.1.1, we get

$$
\mathrm{Cu}\left(\mathbb{R} \mathbb{P}_{i}^{k}\right) \cong \mathbb{R P}_{l}^{n-k-1}
$$

Example 6.2.2. Take $M=\mathbb{S}^{2 n+1}, N=\mathbb{S}_{i}^{2 k+1}$ and $G=\mathbb{S}^{1}$. Applying Theorem 6.1.1, we get

$$
\mathrm{Cu}\left(\mathbb{C P}_{i}^{k}\right) \cong \mathbb{C P}_{l}^{n-k-1}
$$

Example 6.2.3 (Lens space). Consider $\mathbb{S}^{2 n+1} \subset \mathbb{C}^{n+1}$. Let $p$ be a prime number and $\xi=e^{\frac{2 l \pi}{p}}$ be a primitive $p^{\text {th }}$ root of unity and let $q_{1}, \cdots, q_{n+1}$ be integers coprime to $p$. Consider $\mathbb{Z}_{p}=\left\{1, \xi, \xi^{2}, \cdots, \xi^{p-1}\right\}$ and let it acts on $\mathbb{S}^{2 n+1}$ by $\xi\left(z_{1}, \cdots, z_{n+1}\right):=$ $\left(\xi^{q_{1}} z_{1}, \cdots, \xi^{q_{n+1}} z_{n+1}\right)$. The orbit space is denoted by $L\left(p ; q_{1}, \ldots, q_{n+1}\right)$ and is called a lens space. Since $\mathrm{Cu}\left(\mathbb{S}^{2 n-1} \subset \mathbb{S}^{2 n+1}\right)=\mathbb{S}^{1}$, so taking the $\mathbb{Z}_{p}$ action, gives that the cut locus of $L\left(p ; q_{1}, \ldots, q_{n}\right)$ in $L\left(p ; q_{1}, \ldots, q_{n+1}\right)$ is $\mathbb{S}^{1}$. In general, we have

$$
\mathrm{Cu}\left(L\left(p ; q_{1}, \ldots, q_{k+1}\right)\right) \cong L\left(p ; q_{k+2}, \ldots, q_{n+1}\right)
$$

### 6.3 Cut locus of hypersurface in complex projective space

Let $\mathbf{z}=\left(z_{0}, \cdots, z_{n}\right) \in \mathbb{C}^{n+1}$ and $[\mathbf{z}] \in \mathbb{C P}^{n}$, then the Fermat hypersurface of degree $d$ is given by the polynomial $f(\mathbf{z})=z_{0}^{d}+\cdots+z_{n}^{d}$,

$$
X(d):=\{[\mathbf{z}]: f(\mathbf{z})=0\} .
$$

The homotopy type of the complement of the above hypersurface is well studied in the article [Kulkarni and Wood, 1980]. Since the partial derivatives $\frac{\partial f}{\partial z_{j}}$ do not vanish simultaneously on $\mathbb{C}^{n+1}-\{0\}$, the hypersurface is nonsingular. We wish to find its cut locus and want to compare our result with the result in [Kulkarni and Wood, 1980, Proposition 3.1]. In that paper, the authors found the homotopy type of the complement of the hypersurface.

Proposition 6.3.1 ([Kulkarni and Wood, 1980]). The complement of $X(d)$ is homotopic to the base space of the $n$ universal principal $\mathbb{Z}_{d}$-bundle constructed by Milnor from the join of $n+1$ copies of $\mathbb{Z}_{d}$.

Using Theorem 4.3.5, the same can be studied by looking at the cut locus of $X(d)$ in $\mathbb{C P}^{n}$. We will use Theorem 6.1.1 to find the cut locus of $X(d)$. Recall that there is a principal $\mathbb{S}^{1}$-bundle given by

$$
\pi: \mathbb{S}^{2 n+1} \rightarrow \mathbb{C P}^{n},\left(z_{0}, \cdots, z_{n}\right) \mapsto\left[z_{0}: \cdots: z_{n}\right]
$$

Therefore, using Theorem 6.1.1 it is enough to find the cut locus of $\pi^{-1}(X(d)):=$ $\tilde{X}(d)$. We propose the following conjecture.

Conjecture. The cut locus of $\tilde{X}(d) \subseteq \mathbb{S}^{2 n+1}$ is $\mathbb{Z}_{d}^{\star(n+1)} \times_{\mathbb{Z}_{d}} \mathbb{S}^{1}$, where $\times_{\mathbb{Z}_{d}}$ is the diagonal action of $\mathbb{Z}_{d}$ and $\star$ denotes the topological join of spaces.

Using Theorem 6.1.1, the cut locus of $X(d)$ will be $\mathbb{Z}_{d}^{\star(n+1)}$ and hence we are recovering the $n^{\text {th }}$-stage of Milnor join construction of classifying space for $\mathbb{Z}_{d}$. Note that we can see $\mathbb{Z}_{d} \subset \mathbb{S}^{1}$ and $\mathbb{S}^{2 n+1}$ is the join of $n$ circles. Hence, $\mathbb{Z}_{d}^{\star(n+1)} \subset$ $\mathbb{S}^{2 n+1}$ and also note that

$$
\mathbb{Z}_{d}^{\star(n+1)} \times \mathbb{S}^{1} \hookrightarrow \mathbb{S}^{2 n+1}, \quad\left(\mathbf{v}, e^{\iota \theta}\right) \mapsto \mathbf{v} e^{-\iota \theta}
$$

gives a well-defined map from $\mathbb{Z}_{d}^{\star(n+1)} \times_{\mathbb{Z}_{d}} \mathbb{S}^{1}$ to $\mathbb{S}^{2 n+1}$. We will prove some particular cases of the above conjecture. More precisely, we will prove the above conjecture holds for $d=2$ and arbitrary $n$ (Theorem 6.3.1) and $n=1$ and arbitrary $d$ (Theorem 6.3.2). Let us denote

$$
\widetilde{\mathrm{Cu}}=\mathrm{Cu}(\tilde{X}(d)), \text { and } \widetilde{\mathrm{Se}}=\operatorname{Se}(\tilde{X}(d)) .
$$

Theorem 6.3.1 (Cut locus of $X(2)$ ). The cut locus of $\tilde{X}(2) \subseteq \mathbb{S}^{2 n+1}$ is $\mathbb{S}^{n} \times_{\mathbb{Z}_{2}}$ $\mathbb{S}^{1} \cong\left\{(\mathbf{v} \cos \theta, \mathbf{v} \sin \theta): \mathbf{v} \in \mathbb{S}^{n}, \theta \in[0,2 \pi]\right\}$. Hence, the cut locus of $X(2)$ in $\mathbb{C} \mathbb{P}^{n}$ will be $\mathbb{R} \mathbb{P}^{n+1}$.

Proof. We will show that $\left\{(\mathbf{v} \cos \theta, \mathbf{v} \sin \theta): \mathbf{v} \in \mathbb{S}^{n}, \theta \in \mathbb{R}\right\}=\operatorname{Se}(\tilde{X}(2))$. Let $\mathbf{v} \in \mathbb{S}^{n}$ and $\theta \in \mathbb{R}$. Let us write $z_{j}=x_{j}+\iota y_{j}$. We can write $\tilde{X}(2)$ as

$$
\begin{aligned}
\tilde{X}(2) & =\left\{\left(z_{0}, \cdots, z_{n}\right) \in \mathbb{C}^{n+1}: \sum_{i=0}^{n} z_{i}^{2}=0, \text { and } \sum_{i=0}^{n}\left|z_{i}\right|^{2}=1\right\} \\
& =\left\{\left(x_{0}, y_{0}, \cdots, x_{n}, y_{n}\right): \sum_{i=0}^{n} x_{i}^{2}=\frac{1}{2}=\sum_{i=0}^{n} y_{i}^{2}, \text { and } \sum_{i=0}^{n} x_{i} y_{i}=0\right\} \\
& =\left\{\left(x_{0}, x_{1}, \cdots, x_{n}, y_{0}, y_{1}, \cdots, y_{n}\right): \sum_{i=0}^{n} x_{i}^{2}=\frac{1}{2}=\sum_{i=0}^{n} y_{i}^{2}, \text { and } \sum_{i=0}^{n} x_{i} y_{i}=0\right\} .
\end{aligned}
$$

If $A \in O(n+1)$, then $\tilde{A}=\left(\begin{array}{c|c}A & \mathbf{0} \\ \hline \mathbf{0} & A\end{array}\right) \in S O(2 n+2)$. Note that
i $\tilde{A} \in \operatorname{Iso}\left(\mathbb{S}^{2 n+1}\right)$, where $\operatorname{Iso}(M)$ denotes the set of all isometries of $M$.
ii $\tilde{A}$ maps $\tilde{X}(2)$ to itself, and $\widetilde{\mathrm{Cu}}$ to itself.
Thus, if $p \in \widetilde{\mathrm{Se}} \subseteq \widetilde{\mathrm{Cu}}$ and let $\gamma$ and $\eta$ be two distance minimal geodesics joining $p$ to $\tilde{X}(2)$, then $\tilde{A} \gamma$ and $\tilde{A} \eta$ will be two minimal geodesics joining $\tilde{A} p$ to $\tilde{X}(2)$. As the action of $O(n+1)$ on $\mathbb{S}^{n}$ is transitive, it suffices to check if $\mathbf{e}_{1} \cos \theta+\mathbf{e}_{n+2} \sin \theta \in \widetilde{\mathrm{Se}}$.

We can further reduce our work by looking at the matrix

$$
B=\left(\begin{array}{cccc|cccc}
\cos \theta & 0 & \cdots & 0 & \sin \theta & 0 & \cdots & 0 \\
0 & & & & 0 & & & \\
\vdots & & I_{n} & & \vdots & & \mathbf{0}_{n} & \\
0 & & & & 0 & & & \\
\hline-\sin \theta & 0 & \cdots & 0 & \cos \theta & 0 & \cdots & 0 \\
0 & & & 0 & & & \\
\vdots & & \mathbf{0}_{n} & \vdots & & I_{n} & \\
0 & & & 0 & & &
\end{array}\right)
$$

which is again an isometry of $\mathbb{S}^{2 n+1}$ and sends $\mathbf{e}_{1} \cos \theta+\mathbf{e}_{n+2} \sin \theta$ to $\mathbf{e}_{1}$. Hence, it is enough to prove that $\mathbf{e}_{1} \in \widetilde{\mathrm{Se}}$. Note that

$$
\operatorname{dist}\left(\mathbf{e}_{1}, \tilde{X}(2)\right)=\frac{\pi}{4}
$$

Let

$$
\mathbf{v}_{1}=\mathbf{e}_{2 n+2}, \quad \mathbf{v}_{2}=-\mathbf{e}_{2 n+2}
$$

Consider the geodesics

$$
\gamma(t)=\mathbf{e}_{1} \cos t+\mathbf{e}_{2 n+2} \sin t, \text { and } \eta(t)=\mathbf{e}_{1} \cos t-\mathbf{e}_{2 n+2} \sin t, t \in \mathbb{R}
$$

Note that $\gamma$ and $\eta$ intersect the set $\tilde{X(2)}$ at $t=\frac{\pi}{4}$, so their lengths are same, and it is equal to the distance between $\mathbf{e}_{1}$ and the submanifold. This proves that $\mathbf{e}_{1} \in \widetilde{\mathrm{Se}}$.

Conversely, if $p=(\mathbf{v}, \mathbf{w}) \in \widetilde{\mathrm{Se}}$, then we will show that there exists $\mathbf{u} \in \mathbb{S}^{n}$ and $\theta \in \mathbb{R}$ such that $\mathbf{v}=\mathbf{u} \cos \theta$ and $\mathbf{w}=\mathbf{u} \sin \theta$. Note that if $\{\mathbf{v}, \mathbf{w}\}$ is linearly dependent, then there exists $\theta \in \mathbb{R}$ such that

$$
\mathbf{v}=\hat{\mathbf{v}} \cos \theta, \quad \mathbf{w}=\hat{\mathbf{v}} \sin \theta
$$

and hence $p \in \widetilde{\mathrm{Se}}$. So we assume that $\mathbf{v}$ and $\mathbf{w}$ are linearly independent. Suppose $p \notin \mathbb{S}^{n} \times_{\mathbb{Z}_{2}} \mathbb{S}^{1}$. We need to show that $p \notin \widetilde{\mathrm{Se}}$. To the contrary, let us assume that $p \in \widetilde{\mathrm{Se}}$. Consider a unit speed geodesic $\gamma(t)$ in the direction of $u=\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right) \in$ $T_{(\mathbf{v}, \mathbf{w})} \mathbb{S}^{2 n+1}$ which implies

$$
\begin{align*}
\left\|\mathbf{v}_{1}\right\|^{2}+\left\|\mathbf{v}_{2}\right\|^{2} & =1  \tag{6.1}\\
\left\langle\mathbf{v}_{1}, \mathbf{v}\right\rangle+\left\langle\mathbf{v}_{2}, \mathbf{w}\right\rangle & =0 \tag{6.2}
\end{align*}
$$

Consider the curve $\gamma(t)=\left(\mathbf{v} \cos t+\mathbf{v}_{1} \sin t, \mathbf{w} \cos t+\mathbf{v}_{2} \sin t\right)$ for $t \in \mathbb{R}$. Note that $2 \leq \operatorname{rank}\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}, \mathbf{v}_{2}\right] \leq 4$. We will prove that none of the cases is possible. Since $p \in \widetilde{\mathrm{Se}}$, so $p \in \widetilde{\mathrm{Cu}}$ which implies there exists $t \in \mathbb{R}$ such that $\gamma(t) \in \tilde{X}(2), \gamma^{\prime}(t) \in$ $\left(T_{\gamma(t)} \tilde{X}(2)\right)^{\perp}$ and $t$ will be minimum among all such values. So we have

$$
\begin{align*}
& \|\mathbf{v}\|^{2} \cos ^{2} t+\left\|\mathbf{v}_{1}\right\|^{2} \sin ^{2} t+\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle \sin 2 t=\frac{1}{2}  \tag{6.3}\\
& \|\mathbf{w}\|^{2} \cos ^{2} t+\left\|\mathbf{v}_{2}\right\|^{2} \sin ^{2} t+\left\langle\mathbf{w}, \mathbf{v}_{2}\right\rangle \sin 2 t=\frac{1}{2} \\
& \langle\mathbf{v}, \mathbf{w}\rangle \cos ^{2} t+\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle \sin ^{2} t+\frac{1}{2}\left(\left\langle\mathbf{v}, \mathbf{v}_{2}\right\rangle+\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle\right) \sin 2 t=0 . \tag{6.4}
\end{align*}
$$

Now we will make use of the other condition $\gamma^{\prime}(t) \in\left(T_{\gamma(t)} \tilde{X}(2)\right)^{\perp}$. Consider the vector $u=\left(-\mathbf{w} \cos t+\mathbf{v}_{2} \sin t, \mathbf{v} \cos t+\mathbf{v}_{1} \sin t\right)$. We claim that $u \in T_{\gamma(t)} \tilde{X}(2)$. Note that $(\mathbf{v}, \mathbf{w}) \in T_{(\mathbf{p}, \mathbf{q})} \tilde{X}(2)$ implies $\langle\mathbf{p}, \mathbf{v}\rangle=0,\langle\mathbf{q}, \mathbf{w}\rangle=0$ and $\langle\mathbf{p}, \mathbf{w}\rangle+\langle\mathbf{q}, \mathbf{v}\rangle=0$.

$$
\begin{aligned}
\langle\mathbf{p}, \mathbf{v}\rangle & =\left\langle\left(\mathbf{v} \cos t+\mathbf{v}_{1} \sin t\right),\left(-\mathbf{w} \cos t-\mathbf{v}_{2} \sin t\right)\right\rangle \\
& =-\langle\mathbf{v}, \mathbf{w}\rangle \cos ^{2} t-\left\langle\left(\mathbf{v}, \mathbf{v}_{2}\right\rangle+\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle\right) \cos t \sin t-\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle \sin ^{2} t \\
& =0 \quad(\text { from (6.4) }) .
\end{aligned}
$$

Similarly, $\langle\mathbf{q}, \mathbf{w}\rangle=0$, and

$$
\begin{aligned}
& \langle\mathbf{p}, \mathbf{w}\rangle+\langle\mathbf{q}, \mathbf{v}\rangle \\
= & \left\langle\mathbf{v} \cos t+\mathbf{v}_{1} \sin t, \mathbf{v} \cos t+\mathbf{v}_{1} \sin t\right\rangle+\left\langle\mathbf{w} \cos t+\mathbf{v}_{2} \sin t,-\mathbf{w} \cos t-\mathbf{v}_{2} \sin t\right\rangle \\
= & \|\mathbf{v}\|^{2} \cos ^{2} t+\left\|\mathbf{v}_{1}\right\|^{2} \sin ^{2} t+2\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle \cos t \sin t-\|\mathbf{w}\|^{2} \cos ^{2} t-\left\|\mathbf{v}_{2}\right\|^{2} \sin ^{2} t \\
& \quad-2\left\langle\mathbf{w}, \mathbf{v}_{2}\right\rangle \cos t \sin t \\
= & \cos ^{2} t\left(\|\mathbf{v}\|^{2}-\|\mathbf{w}\|^{2}\right)+\sin ^{2} t\left(\left\|\mathbf{v}_{1}\right\|^{2}-\left\|\mathbf{v}_{2}\right\|^{2}\right)+\sin 2 t\left(\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle-\left\langle\mathbf{w}, \mathbf{v}_{2}\right\rangle\right) \\
= & 0 \quad(\text { from (6.1) and (6.2)). }
\end{aligned}
$$

Therefore, $u \in T_{\gamma(t)} \tilde{X}(2)$ and hence $\left\langle u, \gamma^{\prime}(t)\right\rangle=0$ which implies

$$
\begin{equation*}
\left\langle\mathbf{v}, \mathbf{v}_{2}\right\rangle-\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle=0 . \tag{6.5}
\end{equation*}
$$

Define

$$
\tilde{\mathbf{u}}_{1}=\sqrt{2}\left(\mathbf{v} \cos t+\mathbf{v}_{1} \sin t\right), \text { and } \tilde{\mathbf{u}}_{2}=\sqrt{2}\left(\mathbf{w} \cos t+\mathbf{v}_{2} \sin t\right) .
$$

Note that $\tilde{\mathbf{u}}_{1} \perp \tilde{\mathbf{u}}_{2}$ and both are vectors in $\mathbb{R}^{n+1}$. We extend $\left\{\tilde{\mathbf{u}}_{1}, \tilde{\mathbf{u}}_{2}\right\}$ to an orthonormal basis of $\mathbb{R}^{n+1}$, say $\left\{\tilde{\mathbf{u}}_{1}, \tilde{\mathbf{u}}_{2}, \tilde{\mathbf{u}}_{3}, \ldots, \tilde{\mathbf{u}}_{n+1}\right\}$. If $\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right) \in T_{\gamma(t)} \tilde{X}(2)$, then $\left\langle\mathbf{w}_{1}, \tilde{\mathbf{u}}_{1}\right\rangle=0,\left\langle\mathbf{w}_{2}, \tilde{\mathbf{u}}_{2}\right\rangle=0$ and $\left\langle\mathbf{w}_{1}, \tilde{\mathbf{u}}_{2}\right\rangle+\left\langle\mathbf{w}_{2}, \tilde{\mathbf{u}}_{1}\right\rangle=0$ as $\gamma(t)=\frac{1}{\sqrt{2}}\left(\tilde{\mathbf{u}}_{1}, \tilde{\mathbf{u}}_{2}\right)$. This implies $\mathbf{w}_{1}, \mathbf{w}_{2} \in \operatorname{Span}\left\{\tilde{\mathbf{u}}_{3}, \ldots, \tilde{\mathbf{u}}_{n+1}\right\}$ or

$$
\mathbf{w}_{1}=-\tilde{\mathbf{u}}_{2}+\sum_{j \geq 3} c_{j} \tilde{\mathbf{u}}_{j} \text { and } \mathbf{w}_{2}=\tilde{\mathbf{u}}_{1}+\sum_{j \geq 3} d_{j} \tilde{\mathbf{u}}_{j} .
$$

Since $\mathbf{w}_{i} \in T_{\gamma(t)} \tilde{X}(2)$,

$$
\left\langle\gamma^{\prime}(t),\left(\mathbf{w}_{1}, \mathbf{w}_{2}\right)\right\rangle=0 \Longrightarrow \text { for } j \geq 3,\left\langle\gamma^{\prime}(t),\left(\tilde{\mathbf{u}}_{j}, 0\right)\right\rangle=0, \text { and }\left\langle\gamma^{\prime}(t),\left(0, \tilde{\mathbf{u}}_{j}\right)\right\rangle=0 .
$$

The above implies

$$
\begin{equation*}
-\mathbf{v} \sin t+\mathbf{v}_{1} \cos t,-\mathbf{w} \sin t+\mathbf{v}_{2} \cos t \in \operatorname{Span}\left\{\tilde{\mathbf{u}}_{1}, \tilde{\mathbf{u}}_{2}\right\} . \tag{6.6}
\end{equation*}
$$

Since $-\mathbf{v} \sin t+\mathbf{v}_{1} \cos t \in \operatorname{Span}\left\{\tilde{\mathbf{u}}_{1}, \tilde{\mathbf{u}}_{2}\right\}$,

$$
\begin{gather*}
-\mathbf{v} \sin t+\mathbf{v}_{1} \cos t=\alpha \sqrt{2}\left(\mathbf{v} \cos t+\mathbf{v}_{1} \sin t\right)+\beta \sqrt{2}\left(\mathbf{w} \cos t+\mathbf{v}_{2} \sin t\right) \\
\Longrightarrow \mathbf{v}(\sin t-\alpha \sqrt{2} \cos t)+\mathbf{w}(-\beta \sqrt{2} \cos t)+ \\
\mathbf{v}_{1}(\cos t-\alpha \sqrt{2} \sin t)+\mathbf{v}_{2}(\beta \sqrt{2} \sin t)=0 . \tag{6.7}
\end{gather*}
$$

If $\operatorname{rank}\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}, \mathbf{v}_{2}\right]=4$, then from equation (6.7)

$$
\sin t-\alpha \sqrt{2} \cos t=0=\cos t-\alpha \sqrt{2} \sin t, \text { and }-\beta \cos t=0=\beta \sin t .
$$

This implies $2 \alpha^{2}=-1$, which is absurd. Thus, all four vectors can not be linearly independent. Now we are remaining with two cases: $\operatorname{rank}\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}, \mathbf{v}_{2}\right]=2$ or $\operatorname{rank}\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}, \mathbf{v}_{2}\right]=3$.

Case 1: $\operatorname{rank}\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}, \mathbf{v}_{2}\right]=2:$ Let $\mathbf{v}_{1}=\alpha \mathbf{v}+\beta \mathbf{w}$ and $\mathbf{v}_{2}=\gamma \mathbf{v}+\delta \mathbf{w}$ for some $\alpha, \beta, \gamma, \delta \in \mathbb{R}$. Observe that

$$
\begin{align*}
(6.5) & \Longrightarrow \gamma\|\mathbf{v}\|^{2}-\beta\|\mathbf{w}\|^{2}=(\alpha-\delta)\langle\mathbf{v}, \mathbf{w}\rangle \\
& \Longrightarrow(\gamma+\beta)\|\mathbf{v}\|^{2}-(\alpha-\delta)\langle\mathbf{v}, \mathbf{w}\rangle=\beta  \tag{6.8}\\
(6.2) & \Longrightarrow \alpha\|\mathbf{v}\|^{2}+\delta\|\mathbf{w}\|^{2}=-(\beta+\gamma)\langle\mathbf{v}, \mathbf{w}\rangle \\
& \Longrightarrow(\alpha-\delta)\|\mathbf{v}\|^{2}+(\beta+\gamma)\langle\mathbf{v}, \mathbf{w}\rangle=-\delta . \tag{6.9}
\end{align*}
$$

Using equations (6.8) and (6.9), we obtain

$$
\|\mathbf{v}\|^{2}\left((\alpha-\delta)^{2}+(\beta+\gamma)^{2}\right)=\beta \gamma+\beta^{2}-\alpha \delta+\delta^{2}
$$

Note that $(\alpha-\delta)^{2}+(\beta+\gamma)^{2}=0$ implies $\alpha=\delta$ and $\beta=-\gamma$. But from equations (6.8) and (6.9) implies that $\alpha=\beta=\delta=\gamma=0$, which is not possible. Thus,

$$
\begin{aligned}
& \|\mathbf{v}\|^{2}=\frac{\beta \gamma+\beta^{2}-\alpha \delta+\delta^{2}}{(\alpha-\delta)^{2}+(\beta+\gamma)^{2}} \\
& \|\mathbf{w}\|^{2}=\frac{\beta \gamma+\delta^{2}-\alpha \delta+\beta^{2}}{(\alpha-\delta)^{2}+(\beta+\gamma)^{2}}, \text { and } \\
& \langle\mathbf{v}, \mathbf{w}\rangle=\frac{-(\alpha \beta+\gamma \delta)}{(\alpha-\delta)^{2}+(\beta+\gamma)^{2}}
\end{aligned}
$$

From equation (6.3), we have

$$
\begin{aligned}
&\left(\alpha^{2}+\gamma^{2}\right)\|\mathbf{v}\|^{2}+2(\alpha \beta+\gamma \delta)\langle\mathbf{v}, \mathbf{w}\rangle+\left(\beta^{2}+\delta^{2}\right)\|\mathbf{w}\|^{2}=1 \\
& \Longrightarrow\left(\alpha^{2}+\gamma^{2}\right)\left(\beta \gamma+\beta^{2}-\alpha \delta+\delta^{2}\right)-2(\alpha \beta+\gamma \delta)^{2} \\
& \quad+\left(\beta^{2}+\delta^{2}\right)\left(\beta \gamma+\delta^{2}-\alpha \delta+\beta^{2}\right)-(\alpha-\delta)^{2}-(\beta+\gamma)^{2}=0 \\
& \Longrightarrow(\beta \gamma-\alpha \delta)\left(\sum \alpha^{2}\right)+2\left(\alpha^{2}+\gamma^{2}\right)\left(\beta^{2}+\delta^{2}\right)-2(\alpha \beta+\gamma \delta)^{2} \\
& \quad-\left(\sum \alpha^{2}\right)+2(\alpha \delta-\beta \gamma)=0 \\
& \Longrightarrow(\beta \gamma-\alpha \delta-1)\left(\sum \alpha^{2}\right)+2(\beta \gamma-\alpha \delta)^{2}-2(\beta \gamma-\alpha \delta)=0 \\
& \Longrightarrow(\beta \gamma-\alpha \delta-1)\left(\sum \alpha^{2}\right)+2(\beta \gamma-\alpha \delta)(\beta \gamma-\alpha \delta-1)=0 \\
& \Longrightarrow(\beta \gamma-\alpha \delta-1)\left((\alpha-\delta)^{2}+(\beta+\delta)^{2}\right)=0,
\end{aligned}
$$

which implies

$$
\begin{equation*}
\beta \gamma-\alpha \delta=1 \tag{6.10}
\end{equation*}
$$

Now we will use the condition that $\gamma(t) \in \tilde{X}(2)$ which was given by equations (6.3) and (6.4). From (6.3) we have

$$
\begin{aligned}
&\|\mathbf{v}\|^{2} \cos ^{2}+\left(\alpha^{2}\|\mathbf{v}\|^{2}+\beta^{2}\|\mathbf{w}\|^{2}+2 \alpha \beta\langle\mathbf{v}, \mathbf{w}\rangle\right) \sin ^{2} t \\
&+\left(\alpha\|\mathbf{v}\|^{2}+\beta\langle\mathbf{v}, \mathbf{w}\rangle\right) \sin 2 t=\frac{1}{2}
\end{aligned}
$$

$$
\begin{aligned}
& \Longrightarrow \sin ^{2} t\left(\alpha^{2}\left(1+\beta^{2}+\delta^{2}\right)+\beta^{2}\left(1+\alpha^{2}+\gamma^{2}\right)-2 \alpha \beta(\alpha \beta+\gamma \delta)\right) \\
& \quad+\cos ^{2} t\left(1+\beta^{2}+\delta^{2}\right) \\
& \quad+\sin 2 t\left(\alpha\left(1+\beta^{2}+\delta^{2}\right)-\beta(\alpha \beta+\gamma \delta)\right)=\frac{2+\sum \alpha^{2}}{2} \\
& \Longrightarrow \\
& \Longrightarrow\left(\alpha^{2}+\beta^{2}+1\right) \sin ^{2} t+\left(\beta^{2}+\delta^{2}+1\right) \cos ^{2} t+(\alpha-\delta) \sin 2 t=\frac{2+\sum \alpha^{2}}{2} \\
& \Longrightarrow \alpha^{2}+\beta^{2}+\cos ^{2} t\left(\beta^{2}+\delta^{2}+1-\alpha^{2}-\beta^{2}+1\right)+(\alpha-\delta) \sin 2 t=\frac{\sum \alpha^{2}}{2} \\
& \Longrightarrow\left(\delta^{2}-\alpha^{2}\right) \cos ^{2} t+(\alpha-\delta) \sin 2 t-\frac{\gamma^{2}+\delta^{2}-\alpha^{2}-b^{2}}{2}=0,
\end{aligned}
$$

which simplifies to

$$
\left(\delta^{2}-\alpha^{2}\right) \cos 2 t+2(\alpha-\delta) \sin 2 t=\gamma^{2}-\beta^{2} .
$$

Similarly, using (6.4) we have

$$
-(\alpha+\delta)(\beta+\gamma) \cos 2 t+2(\beta+\gamma) \sin 2 t=(\alpha-\delta)(\beta-\gamma) .
$$

Writing the last two relation into matrix form we have

$$
\left[\begin{array}{ll}
-(\alpha-\delta)(\alpha+\delta) & 2(\alpha-\delta)  \tag{6.11}\\
-(\alpha+\delta)(\beta+\gamma) & 2(\beta+\gamma)
\end{array}\right]\left[\begin{array}{c}
\cos 2 t \\
\sin 2 t
\end{array}\right]=\left[\begin{array}{c}
\gamma^{2}-\beta^{2} \\
(\alpha-\delta)(\beta-\gamma)
\end{array}\right] .
$$

Note that the rank of the coefficient matrix is 1 and this can occur if one row is linear multiple of the other.

- Let $\alpha=\delta$ and $\beta \neq-\gamma$. The system (6.11) has a solution, so $\beta-\gamma=0$. Note that

$$
(6.8) \Longrightarrow \beta\left(\|\mathbf{v}\|^{2}-\|\mathbf{w}\|^{2}\right)=0 \Longrightarrow \beta=0 \text { or }\|\mathbf{v}\|^{2}=\|\mathbf{w}\|^{2} .
$$

But, note that $\beta=0$ can not be possible because if $\beta=0=\gamma$, then using (6.10) $\alpha^{2}=-1$, a contradiction. Therefore, $\|\mathbf{v}\|^{2}=\frac{1}{2}=\|\mathbf{w}\|^{2}$. Again using (6.9),

$$
\langle\mathbf{v}, \mathbf{w}\rangle=\frac{-\alpha}{2 \beta} .
$$

Since

$$
\begin{aligned}
\left\|\mathbf{v}_{1}\right\|^{2}+\left\|\mathbf{v}_{2}\right\|^{2}=1 & \Longrightarrow \frac{\left(\alpha^{2}+\beta^{2}\right)}{2}+4 \alpha \beta\left(\frac{-\alpha}{2 \beta}\right)+\frac{\left(\alpha^{2}+\beta^{2}\right)}{2}=1 \\
& \Longrightarrow \beta^{2}-\alpha^{2}=1 .
\end{aligned}
$$

Consider

$$
\begin{aligned}
\langle\mathbf{v}, \mathbf{w}\rangle=-\frac{\alpha}{2 \beta} & \Longrightarrow 4 \beta^{2}\langle\mathbf{v}, \mathbf{w}\rangle^{2}=\alpha^{2}=\beta^{2}-1 \\
& \Longrightarrow \beta^{2}=\frac{1}{1-4\langle\mathbf{v}, \mathbf{w}\rangle^{2}}, \alpha^{2}=\frac{4\langle\mathbf{v}, \mathbf{w}\rangle^{2}}{1-4\langle\mathbf{v}, \mathbf{w}\rangle^{2}} .
\end{aligned}
$$

Note that the above expression is valid as $\mathbf{v}$ and $\mathbf{w}$ are linearly independent and each has norm $\frac{1}{\sqrt{2}}$. Thus, if $p \in \widetilde{\mathrm{Se}}$, then the only two possible directions are $v_{1}=\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$ and $-v=\left(-\mathbf{v}_{1},-\mathbf{v}_{2}\right)$. If $\gamma$ and $\eta$ be two geodesics in $v_{1}$ and $-v_{1}$ direction respectively, then they intersect $\tilde{X}(2)$ at $t$ and $\pi-t$ respectively. As their lengths are same, and they are unit speed geodesics, so $t=\pi-t$ which implies $t=\frac{\pi}{2}$. This implies $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right) \in \tilde{X}(2)$ which means

$$
\begin{aligned}
\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=0 & \Longrightarrow \frac{\alpha \beta}{2}+\frac{\alpha \beta}{2}+2 \alpha \beta\langle\mathbf{v}, \mathbf{w}\rangle=0 \\
& \Longrightarrow \alpha \beta(2+\langle\mathbf{v}, \mathbf{w}\rangle)=0 \\
& \Longrightarrow \alpha=0
\end{aligned}
$$

If $\alpha=0=\delta$, then $\beta^{2}=1$ which implies $\beta= \pm 1$, and hence $(\mathbf{v}, \mathbf{w}) \in \tilde{X}(2)$, which is a contradiction.

- Let $\beta+\gamma=0$ or $\alpha-\delta \neq 0$. But $\alpha-\delta \neq 0$, so $\beta=\gamma=0$ which implies $\mathbf{v}_{1}=\alpha \mathbf{v}$ and $\mathbf{v}_{2}=\delta \mathbf{w}$. Observe that

$$
\begin{aligned}
(6.8) & \Longrightarrow\langle\mathbf{v}, \mathbf{w}\rangle=0 \Longrightarrow\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=0 \\
(6.1) & \Longrightarrow \alpha^{2}\|\mathbf{v}\|^{2}+\delta^{2}\|\mathbf{w}\|^{2}=1 \\
& \Longrightarrow\|\mathbf{w}\|^{2}\left(\alpha^{2}+\delta^{2}\right)=1-\alpha^{2} \\
& \Longrightarrow\|\mathbf{w}\|^{2}=\frac{1-\alpha^{2}}{\alpha^{2}+\delta^{2}}, \text { and }\|\mathbf{v}\|^{2}=\frac{\delta^{2}-1}{\alpha^{2}+\delta^{2}}
\end{aligned}
$$

Now we use the condition that $\alpha \delta=-1$ to obtain,

$$
\alpha^{2}=\frac{\|\mathbf{w}\|^{2}}{\|\mathbf{v}\|^{2}}, \text { and } \delta^{2}=\frac{\|\mathbf{v}\|^{2}}{\|\mathbf{w}\|^{2}}
$$

which is again fixed and there are only two possible directions $v_{1}$ and $-v_{1}$ and hence this case is also not possible.

- Finally, both row are non-zero and let $\alpha+\delta=\lambda(\beta+\gamma)$. So (6.11) become

$$
\begin{aligned}
& {\left[\begin{array}{cc}
-(\alpha+\delta) \lambda(\beta+\gamma) & 2 \lambda(\beta+\gamma) \\
-(\alpha+\delta)(\beta+\gamma) & 2(\beta+\gamma)
\end{array}\right]\left[\begin{array}{c}
\cos 2 t \\
\sin 2 t
\end{array}\right]=\left[\begin{array}{c}
-\left(\beta^{2}-\gamma^{2}\right) \\
\lambda\left(\beta^{2}-\gamma^{2}\right)
\end{array}\right] } \\
\Longrightarrow & {\left[\begin{array}{cc}
-(\alpha+\delta) \lambda & 2 \lambda \\
-(\alpha+\delta) & 2
\end{array}\right]\left[\begin{array}{c}
\cos 2 t \\
\sin 2 t
\end{array}\right]=\left[\begin{array}{c}
-(\beta+\gamma) \\
\lambda(\beta+\gamma)
\end{array}\right], }
\end{aligned}
$$

which implies $\lambda^{2}=-1$, a contradiction.
Thus, we have proved that $\operatorname{rank}\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}, \mathbf{v}_{2}\right] \neq 2$.
Case 2: $\operatorname{rank}\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}, \mathbf{v}_{2}\right]=3$ : Since rank is 3, without loss of generality we assume that $\mathbf{v}_{2} \in \operatorname{Span}\left\{\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}\right\}$. Let us write $\mathbf{v}_{2}=a \mathbf{v}+b \mathbf{w}+c \mathbf{v}_{1}$ for some $a, b, c \in \mathbb{R}$. Since the rank is three we can assume that all the vectors are in $\mathbb{R}^{3}$ and let $\times$ denote the vector cross product. Let

$$
\begin{aligned}
v_{1} & \left.=\left(\mathbf{v} \cos t+\mathbf{v}_{1} \sin t\right)\right) \times\left(\mathbf{w} \cos t+\mathbf{v}_{2} \sin t\right) \\
& =(\mathbf{v} \times \mathbf{w}) \cos ^{2} t+\left(\mathbf{v} \times \mathbf{v}_{2}\right) \cos t \sin t+\left(\mathbf{v}_{1} \times \mathbf{w} \cos t \sin t\right)+\left(\mathbf{v}_{1} \times \mathbf{v}_{2}\right) \sin ^{2} t .
\end{aligned}
$$

Using (6.6), we have

$$
\begin{align*}
& \boldsymbol{v}_{1} \cdot\left(-\mathbf{v} \sin t+\mathbf{v}_{1} \cos t\right)=0 \Longrightarrow\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}\right] \cos t+\left[\mathbf{v}_{1}, \mathbf{v}, \mathbf{v}_{2}\right] \sin t=0  \tag{6.12}\\
& \boldsymbol{v}_{1} \cdot\left(-\mathbf{v} \sin t+\mathbf{v}_{2} \cos t\right)=0 \Longrightarrow\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{2}\right] \cos t+\left[\mathbf{v}_{1}, \mathbf{w}, \mathbf{v}_{2}\right] \sin t=0 . \tag{6.13}
\end{align*}
$$

Note that

$$
\left[\mathbf{v}_{1}, \mathbf{v}, \mathbf{v}_{2}\right]=\left[\mathbf{v}_{1}, \mathbf{v}, a \mathbf{v}+b \mathbf{w}+c \mathbf{v}_{1}\right]=b\left(\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}\right) .
$$

So from (6.12),

$$
\begin{equation*}
\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}\right] \cos t+b\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}\right] \sin t=0 \Longrightarrow \cos t+b \sin t=0 . \tag{6.14}
\end{equation*}
$$

Above implies,

$$
\cos t=\frac{-b}{1+b^{2}}, \text { and } \sin t=\frac{1}{1+b^{2}}
$$

Similarly, using (6.13),

$$
\begin{align*}
& {\left[\mathbf{v}, \mathbf{w}, a \mathbf{v}+b \mathbf{w}+c \mathbf{v}_{1}\right] \cos t+\left[\mathbf{v}_{1}, \mathbf{w}, a \mathbf{v}+b \mathbf{w}+c \mathbf{v}_{1}\right] \sin t=0 } \\
\Longrightarrow & c\left(\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}\right) \cos t+a\left[\mathbf{v}_{1}, \mathbf{w}, \mathbf{v}\right] \sin t=0 \\
\Longrightarrow & {\left[\mathbf{v}, \mathbf{w}, \mathbf{v}_{1}\right](c \cos t-a \sin t)=0 } \\
\Longrightarrow & c \cos t=a \sin t . \tag{6.15}
\end{align*}
$$

Using (6.14) and (6.15) we obtain

$$
a+b c=0 .
$$

Now we collect some more conditions using previous conditions.

$$
\begin{align*}
(6.5) & \Longrightarrow a\|\mathbf{v}\|^{2}+b\langle\mathbf{v}, \mathbf{w}\rangle+c\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle=0  \tag{6.16}\\
& \Longrightarrow-b c\|\mathbf{v}\|^{2}+b\langle\mathbf{v}, \mathbf{w}\rangle+c\left\langle\mathbf{v}_{1}, \mathbf{v}\right\rangle-\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle=0 \\
& \Longrightarrow\left(\mathbf{v}_{1}-b \mathbf{v}\right) \cdot(\mathbf{w}-c \mathbf{v})=0 \\
(6.2) & \Longrightarrow\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle+a\langle\mathbf{v}, \mathbf{w}\rangle+b\|\mathbf{w}\|^{2}+c\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle=0  \tag{6.17}\\
& \Longrightarrow\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle-b c\langle\mathbf{v}, \mathbf{w}\rangle+b\|w\|^{2}+c\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle=0 \\
& \Longrightarrow \mathbf{v}_{1} \cdot(\mathbf{v}-c \mathbf{w})=b \mathbf{w} \cdot(c \mathbf{v}-\mathbf{w}) .
\end{align*}
$$

Multiply (6.16) by $c$ and add to (6.17) to obtain

$$
\begin{equation*}
\left.\left\langle\mathbf{v}_{1}, \mathbf{v}\right\rangle=\frac{b c^{2}}{1+c^{2}}\|\mathbf{v}\|^{2}-\frac{b}{1+c^{2}}\|\mathbf{w}\|^{2}\right] . \tag{6.18}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle=\frac{-b c}{1+c^{2}}+b\langle\mathbf{v}, \mathbf{w}\rangle \tag{6.19}
\end{equation*}
$$

We use (6.3) and substitute the value of $\cos t, \sin t$ and use (6.19) and (6.18) to obtain

$$
\left\|\mathbf{v}_{1}\right\|^{2}=\frac{b^{2}\left(c^{2}-1\right)}{1+c^{2}}\|\mathbf{v}\|^{2}-\frac{2 b^{2}}{1+c^{2}}\|\mathbf{w}\|^{2}+\frac{1+b^{2}}{2}
$$

Now use $\|\gamma(t)\|^{2}=1$,

$$
\begin{aligned}
& \frac{b^{2}\left(c^{2}-1\right)}{1+c^{2}}\|\mathbf{v}\|^{2}+\frac{b^{2}\left(c^{2}-1\right)}{1+c^{2}}\|\mathbf{w}\|^{2}+\frac{b^{2}\left(c^{2}-1\right)^{2}+\left(c^{2}+1\right)^{2}}{2\left(1+c^{2}\right)}=1 \\
\Longrightarrow & \frac{b^{2}\left(c^{2}-1\right)}{1+c^{2}}\left(\|\mathbf{v}\|^{2}+\|\mathbf{w}\|^{2}\right)+\frac{b^{2}\left(c^{2}-1\right)^{2}+\left(c^{2}+1\right)^{2}}{2\left(1+c^{2}\right)}=1 \\
\Longrightarrow & 2 b^{2}\left(c^{2}-1\right)+b^{2}\left(c^{2}-1\right)^{2}=2\left(1+c^{2}\right)-\left(1+c^{2}\right)^{2} \\
\Longrightarrow & \left(c^{2}-1\right)\left(2 b^{2}+b^{2} c^{2}-b^{2}\right)=\left(1+c^{2}\right)\left(1-c^{2}\right) \\
\Longrightarrow & \left(c^{2}-1\right)\left(b^{2}+b^{2} c^{2}+1+c^{2}\right)=0 \\
\Longrightarrow & c= \pm 1 .
\end{aligned}
$$

We also have

$$
\begin{aligned}
& \left(\mathbf{v} \cos t+\mathbf{v}_{1} \sin t\right) \cdot\left(\mathbf{w} \cos t+\left(a \mathbf{v}+b \mathbf{w}+c \mathbf{v}_{1}\right) \sin t\right)=0 \\
\Longrightarrow & \left(-b \mathbf{v}+\mathbf{v}_{1}\right) \cdot\left(-b \mathbf{w}+a \mathbf{v}+b \mathbf{w}+c \mathbf{v}_{1}\right)=0 \\
\Longrightarrow & b^{2} c\|\mathbf{v}\|^{2}-2 b c\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle+c\left\|\mathbf{v}_{1}\right\|^{2}=0 \\
\Longrightarrow & \frac{c\left(1+b^{2}\right)}{2}=0 \\
\Longrightarrow & c=0
\end{aligned}
$$

which is a contradiction. Hence, the rank can not be 3 . Therefore, $\mathbf{v}$ and $\mathbf{w}$ are linearly dependent and hence, $(\mathbf{v}, \mathbf{w}) \in \mathbb{S}^{n} \times_{\mathbb{Z}_{2}} \mathbb{S}^{1}$.

We now prove that the cut locus of $\tilde{X}(d)$ when $n=1$ will be $\left(\mathbb{Z}_{d} \star \mathbb{Z}_{d}\right) \times_{\mathbb{Z}_{d}} \mathbb{S}^{1}$.
Note 6.3.1 (Cut locus of $X(2)$ for $n=1$ ). For $n=1$, the cut locus of $\tilde{X}(2)$ is

$$
\mathrm{Cu}(\tilde{X}(2))=\left\{\frac{1}{2}(\cos s+\sin t, \sin s+\cos t, \sin s-\cos t,-\cos s+\sin t): s, t \in \mathbb{R}\right\} .
$$

Moreover, the cut locus of $X(2)$ will be $\mathbb{R P}^{1}$.
Proof. Let us write $z_{j}=x_{j}+\iota y_{j}$. Note that

$$
\begin{aligned}
\tilde{X}(2) & =\left\{\left(z_{0}, z_{1}\right) \in \mathbb{C}^{2}: z_{0}^{2}+z_{1}^{2}=0, \text { and }\left|z_{0}\right|^{2}+\left|z_{1}\right|^{1}=1\right\} \\
& =\left\{\left(x_{0}, y_{0}, x_{1}, y_{1}\right): x_{0}^{2}+x_{1}^{2}=\frac{1}{2}=y_{0}^{2}+y_{1}^{2}, \text { and } x_{0} y_{0}+x_{1} y_{1}=0\right\} .
\end{aligned}
$$

Since $\left(x_{0}, x_{1}\right)$ and ( $y_{0}, y_{1}$ ) can not be zero vectors, so without loss of generality, we assume that $x_{0} y_{1} \neq 0$. Since

$$
x_{0} y_{0}+x_{1} y_{1}=0 \Longrightarrow \frac{y_{0}}{y_{1}}+\frac{x_{1}}{x_{0}}=0 \Longrightarrow y_{0}=-y_{1}\left(\frac{x_{1}}{x_{0}}\right) .
$$

Now as

$$
y_{0}^{2}+y_{1}^{2}=\frac{1}{2} \Longrightarrow y_{1}^{2}\left(\frac{x_{1}}{x_{0}}\right)^{2}+y_{1}^{2}=\frac{1}{2} \Longrightarrow y_{1}^{2}\left(\frac{x_{1}^{2}}{x_{0}^{2}}+1\right)=\frac{1}{2} \Longrightarrow y_{1}= \pm x_{0}
$$

Similarly, we have

$$
x_{1}= \pm y_{0} .
$$

Therefore,

$$
\begin{aligned}
\tilde{X}(2) & =\left\{\left(x_{0}, y_{0}, y_{0},-x_{0}\right): x_{0}^{2}+y_{0}^{2}=\frac{1}{2}\right\} \sqcup\left\{\left(x_{0},-y_{0}, y_{0}, x_{0}\right): x_{0}^{2}+y_{0}^{2}=\frac{1}{2}\right\} \\
& =S_{1}^{1} \sqcup S_{2}^{1} .
\end{aligned}
$$

Define a linear transformation

$$
T: \mathbb{R}^{4} \rightarrow \mathbb{R}^{4},(a, b, c, d) \mapsto \frac{1}{\sqrt{2}}(a-d, b+c, b-c, a+d) .
$$

Note that $T$ maps $\mathbb{S}^{3}$ onto $\mathbb{S}^{3}$ and is an isometry hence it preserves the cut locus. So

$$
\begin{aligned}
\mathrm{Cu}(T(\tilde{X}(2))) & =\mathrm{Cu}\left(T\left(S_{1}^{1}\right) \sqcup T\left(S_{2}^{1}\right)\right) \\
& =\mathrm{Cu}\left(\left\{(a, b, 0,0): a^{2}+b^{2}=1\right\} \sqcup\left\{(0,0, c, d): c^{2}+d^{2}=1\right\}\right) \\
& =\left\{\frac{1}{\sqrt{2}}(\cos s, \sin s, \cos t, \sin t): s, t \in \mathbb{R}\right\} .
\end{aligned}
$$

Therefore, the cut locus of $X(2)$ can be found by the inverse transformation which is

$$
T^{-1}(x, y, z, w)=\frac{1}{2}(x+2, y+z, y-z, w-x) .
$$

Hence,

$$
\begin{aligned}
\mathrm{Cu}(\tilde{X}(2)) & =\left\{\frac{1}{2}(\cos s+\sin t, \sin s+\cos t, \sin s-\cos t,-\cos s+\sin t): s, t \in \mathbb{R}\right\} \\
& \cong \mathbb{S}^{1} \times \mathbb{S}^{1}
\end{aligned}
$$

Quotient with $\mathbb{S}^{1}$ give the required cut locus.

Theorem 6.3.2. For $n=1$, we have

$$
\widetilde{\mathrm{Cu}}=\left(\mathbb{Z}_{d} \star \mathbb{Z}_{d}\right) \times_{\mathbb{Z}_{d}} \mathbb{S}^{1}
$$

Proof. Note that

$$
\mathbb{Z}_{d} \star \mathbb{Z}_{d}=\left\{\mathbf{v}=\left(\xi^{k} \cos \phi, \xi^{l} \sin \phi\right): 0 \leq k, l \leq d-1, \text { and } 0 \leq \phi \leq \frac{\pi}{2}\right\}
$$

where $\xi^{k}$ is a $d^{\text {th }}$ root of unity. Let $\mathbf{v} \in \mathbb{Z}_{d} \star \mathbb{Z}_{d}$ and $\theta \in(0,2 \pi)$. We will show that $\mathbf{v} e^{\iota \theta} \in \widetilde{\mathrm{Se}}$. Due to $\mathbb{S}^{1}$-symmetry, it is enough to show that $\mathbf{v} \in \widetilde{\mathrm{Se}}$. Now consider the matrix

$$
A=\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right) \in U(2) \text {, such that } \lambda_{1}^{d}=1=\lambda_{2}^{d} \text {. }
$$

We observe that $A$ maps $\tilde{X}(d)$ to itself and hence it is enough to show that $p=$ $(\cos \phi, 0, \sin \phi, 0) \in \widetilde{\text { Se. Note that }}$

$$
\tilde{X}(d)=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{S}^{3}: z_{1}^{d}+z_{2}^{d}=0\right\}
$$

$$
\begin{aligned}
& =\left\{\left(z_{1}, z_{2}\right) \in \mathbb{S}^{3}: z_{1}^{d}=-z_{2}^{d},\left|z_{1}\right|=\frac{1}{\sqrt{2}}=\left|z_{2}\right|\right\} \\
& =\left\{(z, \xi z) \in \mathbb{S}^{3}: \xi^{d}=-1, \text { and }|z|=\frac{1}{\sqrt{2}}\right\} \\
& =\bigsqcup_{k=0}^{d-1}\left\{(z, \xi z): \xi=e^{\frac{(2 k+1) \pi}{d}},|z|=\frac{1}{\sqrt{2}}\right\}=\bigsqcup_{k=0}^{d-1} X_{k}
\end{aligned}
$$

We now compute the distance of $p$ from $X_{k}$ and will show that the distance is same with at least two components, which will show that $p \in \widetilde{S e}$. Note that for any point $Q=\left(x_{1}, y_{1}, x_{2}, y_{2}\right) \in \tilde{X}(d)$, the distance between $p$ and $Q$ is given by (look at the Figure 6.3)


Figure 6.3: distance of $p$ to $\tilde{X}(d)$

$$
\operatorname{dist}(p, Q)=\cos ^{-1}(p \cdot Q)=\cos ^{-1}\left(x_{1} \cos \phi+x_{2} \sin \phi\right) .
$$

Therefore, the distance between $p$ and the set $\tilde{X}(d)$ is given by

$$
\begin{aligned}
\operatorname{dist}(p, \tilde{X}(d)) & =\inf \{\operatorname{dist}(p, Q): Q \in \tilde{X}(d)\} \\
& =\inf \left\{\cos ^{-1}\left(x_{1} \cos \phi+x_{2} \sin \phi\right):\left(x_{1}, y_{1}, x_{2}, y_{2}\right) \in \tilde{X}(d)\right\} .
\end{aligned}
$$

As $\cos ^{-1}$ is a decreasing function, it is equivalent to maximize $x_{1} \cos \phi+x_{2} \sin \phi$ such that $x_{2}=x_{1} \cos \left(\frac{(2 k+1) \pi}{d}\right)-y_{1} \sin \left(\frac{(2 k+1) \pi}{d}\right)$, and $x_{1}^{2}+y_{1}^{2}=\frac{1}{2}$. This maximum value will be

$$
\sqrt{\frac{1+\sin 2 \phi \cos \left(\frac{(2 k+1) \pi}{d}\right)}{2}} .
$$

Therefore, the distance from $X_{k}$ will be

$$
\cos ^{-1}\left(\sqrt{\frac{1+\sin 2 \phi \cos \left(\frac{(2 k+1) \pi}{d}\right)}{2}}\right)
$$

Note that if $d$ is even, then the above distance is same from $X_{k}$ and $X_{d-1-k}$, therefore, the point is a separating point and hence is a cut point. If $d$ is odd, then the above still holds. The only thing to make sure that the distance from each component is smaller than the distance from $X_{\frac{d-1}{2}}$, but this is true as $0 \leq \phi \leq \frac{\pi}{2}$. Therefore, we proved that $p \in \widetilde{\mathrm{Se}}$ and hence it is in $\widetilde{\mathrm{Cu}}$. The inverse inclusion follows with a similar argument. In fact, if we take any other point, then there will be only one distance minimal geodesic, that will occur from one component. Let $p=\left(r_{1} e^{\ell \theta_{1}}, r_{2} e^{\iota \theta_{2}}\right)$ be any point in $\mathbb{S}^{3}$ not in the above form. Note that if $\theta_{1}=\theta_{2}$, then due to $\mathbb{S}^{1}$-equivariant, $p \in \widetilde{\mathrm{Se}}$ if and only if $\left(r_{1}, 0, r_{2}, 0\right) \in \widetilde{\mathrm{Se}}$, which is a point in the above form. So we assume that $\theta_{1} \neq \theta_{2}$ and $\theta_{1}, \theta_{2} \in[0,2 \pi / d]$. Then we have to minimize the distance from $p$ to $\tilde{X}(d)$, that is

$$
\operatorname{dist}(p, \tilde{X}(d))=\inf \left\{\cos ^{-1}\left(p \cdot\left(z_{1}, z_{2}\right)\right):\left(z_{1}, z_{2}\right) \in \tilde{X}(d)\right\} .
$$

This is equivalent to maximizing the dot product $p \cdot\left(z_{1}, z_{2}\right)$, and this maximum will be achieved from one component, say $X_{l}$, of $\tilde{X}(d)$ as $0<\left|\theta_{1}-\theta_{2}\right|<2 \pi / d$. A similar computation shows that there is only one distance minimal geodesic from the component $X_{l}$, and this shows that $p \notin \mathrm{Se}$. Hence, the theorem is proved.

Remark 6.3.1. In [Audin, 2005, §2.2], the author has shown that the function

$$
f: \mathbb{C P}^{n} \rightarrow \mathbb{R},[x+\iota y] \mapsto \frac{\|y\|^{2}}{\left(1+\|y\|^{2}\right)^{2}}
$$

is a Morse-Bott function with two critical submanifolds $-X(2)$ and $\mathbb{R} \mathbb{P}^{n}$. We know that $\mathbb{C P}^{n} \backslash X(2)$ deformation retracts to $\mathbb{R} \mathbb{P}^{n}$ via Morse-Bott flow, whereas Lemma 4.3.1 implies that $\mathbb{C P}^{n} \backslash X(2)$ deformation retracts to $\mathrm{Cu}(X(2))$. Hence, $\mathrm{Cu}(X(2))$ and $\mathbb{R P}^{n}$ have the same homotopy type. However, it's not a priori clear whether they are equal. Moreover, our calculation shows a computation of $\mathrm{Cu}\left(T_{1} \mathbb{S}^{n}\right) \subseteq \mathbb{S}^{2 n+1}$, where $T_{1} \mathbb{S}^{n}$ is the unit tangent bundle of $\mathbb{S}^{n}$. We deduce that the cut locus is the unique non-trivial $\mathbb{S}^{1}$-bundle of $\mathbb{R} \mathbb{P}^{n}$ and this is a new computation.
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In mathematics, the cut locus of a submanifold of a Riemannian manifold is a subset of the submanifold that measures how far the submanifold is from being geodesically complete. It is defined as the set of points on the submanifold where at least two minimizing geodesics from a given point intersect. In other words, it is the set of points on the submanifold that can be reached by more than one minimizing geodesic from a given point.

The cut locus is important in the study of submanifolds because it determines the topological and geometric properties of the submanifold. In this thesis, we have discussed some of the geometrical and topological properties of the cut locus of submanifolds. The chapters are as follows:

- Introduction
- Preliminaries
- Cut locus of submanifolds
- Geometric and topological nature of cut locus
- Application to Lie groups
- Equivariant cut locus



## Dedication

- I dedicate this thesis to my parents, who have always believed in me and supported me through all of my academic pursuits. Their love and guidance have been invaluable to me, and I am forever grateful for everything they have done for me.
- I dedicate this thesis to my advisors, who have provided me with invaluable guidance and support throughout my research journey. Their expertise and mentorship have been instrumental in shaping my academic career.
- I dedicate this thesis to my colleagues and friends, who have been a constant source of motivation and inspiration throughout the writing process. Their support and encouragement have been invaluable to me.

